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DEPARTMENT OF THE ARMY
OFFICE OF THE ASSISTANT SECRETARY

WASHINGTON. DC 20310-0103

SARD-TR 3 0 JUL 199Z

MEMORANDUM FOR SEE DISTRIBUTION

SUBJECT: Proceedings of the 1992 Army Science Conference

The 18th Army Science Conference was held at the Hyatt Hotel,
Orlando, Florida, 22-25 June 1992. The conference presented a
cross section of the many significant scientific and engineering
programs carried out by the Department of the Army (DA).
Additionally, it provided an opportunity for DA civilian and
military scientists and engineers to present the results of their
research and development efforts before a distinguished and
critical audience.

These Proceedings of the 1992 Army Science Conference are a
compilation of all papers presented at the conference and the
supplemental papers that were submitted.

Our purpose for soliciting these papers was to:

a. Stimulate the involvement of scientific and engineering
talent within the Department of the Army;

b. Demonstrate Army competence in research and development;

c. Provide a forum wherein Army personnel can demonstrate
the full scope and depth of their current projects; and

d. Promote the interchange of ideas among members of the
Army scientific and engineering community as well as management and
technical personnel from industry and other government agencies.

The information contained in these volumes will be of benefit
to those who attended the conference and to others interested in
Army research and development. It is requested that these
Proceedings be placed in technical libraries where they will be
available for reference.

George T. Singley III
Deputy Assistant Secretary

For Research and Technology
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Introduction

This project resulted from two independent developments. First,
minefields could be anticipated as a major part of the defense system in any
military action in the Middle East. Second, previous work showed that
subsurface features and former waterways were detectable by spaceborne radars
in arid soils. r2,13 Other investigators 95,6,7 provided similar supporting
evidence of ground-penetrating radar capabilities, particularly in arid
regions. Although a number of previous studies have been conducted to
remotely detect mines, none of these attempted to exploit the penetrating
capabilities of long-wavelength radar for this application in arid soils.
Based on these developments, an effort was launched to demonstrate the
feasibility of detectLng minefields in dry soils using L-band imaging
synthetic aperture radar (SAR). Buried mines were not detected under the
conditions of the experiment, but a surprising result was a strong signal of
disturbed soil obtained under some conditions. These findings provide a

number of opportunities warranting further research.

Background

The project plan developed by the Army's Topographic Engineering Center
(TEC) involved: (1) locating a site that contained dry, sandy soils, (2)
constructing a minefield representative of a typical threat, (3) imaging the
site with an airborne radar system, and (4) assessing the usefulness of the
information to Army image analysts and others.

The U.S. Marine Corps Air Ground Combat Center (MCAGCC) at Twentynine
Palms, California was selected for the test site because it offered several
advantages. These included: (1) dry soils, (2) a secluded test site that
could be protected, (3) few problems with respect to air traffic control,
since MCAGCC is off-limits to commercial aircraft, and (4) Marine Corps
assistance in terms of personnel and equipment to perform the test.

The site selected is near Gypsum Ridge (coordinates 78/01; 34 0 20'30"N,
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il6 0 9'W). It is indistinguishable from many sites in the Middle East. Of
the many variabies affecting the results of radar ground-penetration studies,
moisture is probably the most important. Water is an efficient absorber of
microwave energy, and its presence reduces penetration. Dry soils are thus
most desirable for such experiments, and soil moisture content-o-f less than
2 percent is an acceptable upper limit (G.G. Schaber, U.S. Geological Survey,
personal communication, 1991). Surface soil moisture contents between 0.33
percent and 0.50 percent for Twentynine Palms are thus acceptable.

Soil samples from the Middle East were located from various sources.
It was not possible to determine soil moisture content on the samples from
the Middle East, because they were not collected under controlled conditions.
Iowever, citations 'in the literature suggest soil moisture is significantly
5elow 1 percent. These samples were compared to soils fron Twentynine Palms
with respect to particle size and were determined to be adequately similar,
although the soils from the Middle East are slightly coarser grained and
contain more gravel than those from Twentynine Palms.

A test plan reflecting the type of mines and minefields anticipated in
Middle East scenarios was developed. Personnel at Belvoir Research, Develop-
ment and'Engineering Center (BRDEC) provided outstanding support in terms of
technical advice, and in providing sources and details regarding recommended
test mines. The metallic mine chosen was the M-12 training mine.
Nonmetallic test items were fabricated with the same dielectric constant as
known threat nonmetallic mines (Figure 1). Both types of mines were approxi-
mately 0.3m in diameter.

Figure 1 Nonmetallic and Metallic Mines

2
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The test plan was driven primarily by the desire to locate subsurface
metallic mines. Nonmetallic mines are also recognized as a potential threat,
but the close dielectric constants of such mines and the surrounding sand
(approximately 2.5) do not offer much encouragement for detection. They were
included in the test plan shown in Figure 2, however, for experimental
purposes. Surface mines, both metallic and nonmetallic, were included for
several reasons. Although surface mines might not be expected in deliberate
minefields, they could be encountered in hasty minefields, or in instances
where soil covering shallow mines had been removed by wind, exposing the
mines. In addition, they provided a specific indication of the location of
the buried mines in the test plan layout. Finally, data were sought on the
difference in signals between surface mines and those buried at shallow
depths.

A Navy P-3 aircraft carrying X-, C-, and L-band, synthetic aperture
radar (SAR) using several polarizations operated by the Naval Air Warfare
Center in Warminster, Pennsylvania was used in the demonstration. An
airborne radar platform carrying long-wavelength radar was desired because
of the relation between radar wavelength and penetration: greater penetra-
tion is expected as the wavelength increases, as long as the moisture content
is low. Table 1 shows the parameters of this airborne radar system. The
resolution shown was considered adequate, given that the mines were spaced
at 5m intervals.

Table 1: P-3/SAR Characteristics

System Parameters:
Bandwidth 60 MHz 120 MHz

Impulse Razponse Width 3 m 1.5 m

Antenna Parameters:
X C L

Wavelength (cm) 3.20 5.70 24.00
Frequency (GHz) 9.35 5.30 1.25

Resolution:
Cell size (m)

range 1.80 1.80 1.80
azimuth 0.80 0.80 1.10

Phase I

The test site was surveyed and cordoned off with stakes and tapes, and
corner reflectors were placed at test site corners. The site was then
overflown to obtain images at altitudes of 7,500 and 12,500 feet with X-, C-,

3
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and L-band radars. Next, the minefield was constructed using a Small
Emplacement Excavator (SEE), which is a militarized backhoe, and a road
grader with the blade sharply tilted to produce a v-shaped trench. Mines
were surveyed in, with both the intervals between mines and depth being
carefully measured (Figure 3). The southern 50 meters -of-ea-ch trench was
deliberately left without mines. The first four trenches (on the northeast
corner of the site) were dug by the SEE; the remaining trenches were dug by
the grader. During site construction, soil samples were gathered from
various locations and depths within the trenches.8 Soil pits were also dug
to permit further soil characterization, and surface roughness deternina-
tions were made. 9  When all mines were emplaced, the trenches were back-
filled. Both the SEE and manual labor were used to backfill the three most
easterly trenches. The grader was used to backfill the remaining trenches,
covering most of the surface surrounding the trenches with the loose soil
removed from the trenches. The area containing surface mines was not
significantly disturbed. As soon as the minefield was completed, the site
was imaged again. Finally, the minefield was dismantled. The mines were
readily located (reflecting the excellent surveying work performed by the
Marine Corps personnel) and were removed from the site. The site was then
imaged a third time with the radar systems. The imaging overflights were
conducted in a three-day period.

-J -t"

b..

Figure 3 Mine Emplacement

5
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Phase II

A month after the first site was dismantled, a second, adjacent site was
constructed to obtain additional imagery. The design of this site was the
same as the Phase I site, with minor changes (see Figure 4). This site was
to be retained for an extended period of time (it is still in existence), and
therefore was bordered with barbed wire, with an outer border of concertina
wire. Again, a road grader was used to dig the trenches. Care was taken
during minelaying operations to confine the area of disturbed soil as much
as possible to the trenches in which the mines were laid, in order to
simulate the Lype of disturbance likely to be caused by a minelaying plow.
The Phase II site thus contains significantly less disturbed soil than the
Phase I site. Soil samples were taken from the same relative locations
as in the Phase I site (e.g., samples were taken from both sites at row
three, mine 4, etc.). The Phase II site is slightly more moist throughout
than the Phase I site (surface soil moisture ranges from 0.47 percent to 1.31

percent), but there were no statistically significant differences between the
two sites. 8  Grain size distributions in the soils from the two sites are
also comparable.

8

Radar Imagery

A total of 144 radar phase histories were obtained from overflights of
the test site on five separate days. Of these, 95 were taken during Phase
I, and 17 were obtained in Phase II. lo addition, 32 images were taken three
months after the Phase II overflight. HH, VV, HV, and VH polarizations were
used in the X, C, and L radar bands. Data were taken at incidence
angles of 35 degrees, 50 degrees and 70 degrees. Processing and analysis of
the phase histories concentrated on the L-band images, because greater soil
penetration was expected with the longer wavelength. The images were
processed and analyzed using conventional techniques. New pattern-finding
algorithms were also developed during the course of the work. Table 2
summarizes the findings from L-band imagery.

Phase I Results

Unless stated otherwise, both the results described below and the dis-
cussion that follows refer to L-band radar.

There is no evidence of buried objects in the imagery. No buried mines
or buried corner reflectors were identified by trained Army image analysts
in any of the Phase I images. This is true regardless of wavelength,
polarization, and incidence angle.

A strong return was obtained in the area of disturbed soil on the test
site in some of the images. This signal is strongest with VV polarization,
and at the lowest incidence angle (35 degrees) used. Figure 5 shows a strong
signal on L-band irages where the soil was disturbed.

Pattern-finding algorithms have been developed that can identify/isolate

6
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Figure 5 L-band Image Showing Disturbed Soil on Test Site,
and Possible Signal from Buried Corner Reflector (arrow)

Table 2: Types of Signals

Incidence Band/Polarization
Angle LHH L' L

Phase I:
35 disturbed soil disturbed soil disturbed soil disturbed soil

no mines no mines no mines weak mines

50 disturbed soil weak disturbed weak disturbed disturbed soil
no mines soil soil no mines

no mines no mines

70 no disturbed no disturbed no disturbed disturbed soil
soil soil soil weak mines

no mines no mines no mines

Phase II:
35 N/A N/A N/A N/A

no disturbed
soil

mines not
resolved

50 t/A N/A N/A N/A

70 no disturbed N/A N/A no disturbed
soil soil

mines not no mines
resolved
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linear features frequently associated with minefields and the related
pattern of disturbed soils. Algorithms have been developed and applied to
the linear features associated with the surface metal mines. These algori-
thms appear robust and may ultimately provide a mechanism to assist image
analysts in automatically detecting/isolating linear features associated with
minefields.

Strong returns are given by metallic surface objects in some images.
Corner reflectors, metal stakes bordering the site, and metal surface mines
are clearly visible, and are individually resolved in the C-band imagery.
In L-band imagery, the metallic surface mines gave a weak return and were not
individually resolved in VV polarization. The surface metal mines were not
seen in cross-polarized L-band images nor in L-band images with HH polari-
zation. Fence posts are visible in some L-band images, and on C-band images.
Posts in the range direction (East-West) produced stronger images than those
in the along-track direction (North-South).

Nonmetallic surface mines are not readily detected. None of the
nonmetallic surface mines are visible in any of the L-band images. A few
nonmetallic surface mines are weakly visible in C-band images.

Phase II Results

Strong returns were obtained from metal posts, barbed wire, concertina
wire, and surface metal mines. In particular, a very bright return was seen
from the single roll of concertina wire used to mark the outer boundary of
the site. The surface metal mines were highly visible on several of the L-
band images, but were not individually resolved. They were individually
resolved on one X-band and one C-band image.

There is no evidence of disturbed soil (i.e. trenches, vehicle tracks)
on any of the images. L-band imagery shows no evidence of returns that can
be attributed to disturbed soil. Figure 6 shows a C-band image of the Phase
II site. The barbed wire, and particularly the concertina wire, are clearly
visible, but there is no signal from disturbed soil. Note that metallic sur-
face mines are clearly resolved, as was shown in Phase I imagery as well.

There is no evidence of buried mines, either metallic or nonmetallic.
Figure 5, however, may show a buried corner reflector. The bright returns
at the four corners of the site are corner reflectors located on the surface.
A fifth corner reflector is located on the surface near the upper left corner
of the site. Halfway between this fifth surface reflector and the reflector
at the upper left corner of the image, a corner reflector was buried. This
reflector is vertically oriented. Its uppermost tip is located just below
the soil surface; its corner is therefore 0.5m below the surface. There is
a bright spot in this image in the correct position for a return from this
buried reflector; this requires further experimental confirmation.

Discussion

The fact that no signals from buried mines and buried corner reflectors

9
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were readily identified in this experiment using L-band radar indicates that
the technology is not as robust as some might expect. The ground penetration
achieved by the SIR-A, SEASAT, and SIR-B L-band radars occurred under very

special conditions. Analysis of SIR-A images of North Africa followedIb.

intensive field work showed that significant ground penetration--occurred,
and as a result the potential penetrating capabilities of SEASAT were
investioated in the Mojave Desert by Blom, et al., who detected subsurface
dikes. 3  Subsequently, penetration also occurred in northern Saudi Arabia

using SIR-B. 7  The explanation for these results compared with our own at
Twentynine Palms undoubtedly lies in the complex nature of microwave ground-

penetration physics. According to McCauley, et al., variations in radar
Image tone are caused by changes in radar backscatter, which is mainly
determined by (I) physical properties such as slope, surface roughness, and
characteristics of the soils; (2) subsurface roughness where penetration
occurs to a significant degree; (3) the propagation wavelength; (4) the angle
of incidence; (5) the polarization of the incident wave; (6) a complex

dielectric constant, which in most instances is dominated by moisture content

and density; and (7) a complex volume scattering coefficient applicable to
random media. Given the complexity and number of variables involved, it is
apparent that straightforward explanations for the results described above

Figure 6 C-band Image Showing Barbed Wi&.a,

and Surface Metallic Mines

10
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should not be expected. In addition, the objects sought in this test were
metallic mines, approximately 0.3m in diameter. These are small targets when
compared with the much larfer terrain features in other studies using
ground-penetrating radars.

Surface roughness, in terms of radar return, deserves a comment. At the
Phase I site at Twentynine Palms, surface variations were on the order of
one-quarter to one-half wavelength (L band = 24 cm) over a distance of a few
meters, and thus approached the criteria for being "radar rough". As stated
above, because of the disturbed soil signals obtained in Phase I, efforts
were made in Phase II to reduce the amount and area of surface roughness.
No disturbed soil patterns were seen on the Phase II imagery. However, to
the extent that Phase I was more representative of typical military
construction activity, these results suggest that disturbed soil patterns
might possibly be used as an indicator of such activity.

The effects of soil moisture warrant comment since there is general
agreement that this factor may dominate all others. Many investigators (G.G.
Schaber, U.S. Geological Survey, personal communication, 1991) believe that
at moisture levels below approximately 2 percent, the soil is adequately dry
to achieve penetration when other conditions, such as soil homogeneity,
composition (to include salts and clay content), and particle size, are
favorable. The effect of soil moisture reducing radar returns was demonstra-
ted by Blom, et al. 3 who were unable to detect buried corner reflectors when
soil moisture was in excess of 5 percent. Layering identified in soil pits
at the Phase I site is most likely insignificant; clay contents are very low
and no salts (such as carbonate or gypsum) were identified; and there werg
no statistically significant differences in particle size with depth.
Surface soil moisture in Phase I ranged from 0.33 percent to 0.50 percent,
and in Phase II, from 0.47 percent to 1.31 percent; there were no statisti-
cally significant differences in soil moisture with depth or between the two
sites. These conditions meet those generally accepted as adequate for
penetration to the depths of interest.

The amount and particle size of surface gravel may also have effected
the results of this experiment. Blom, et al. 3 report that for L-band radar,
surface gravel should be less than 1.5cm to prevent scattering losses;
successful penetration has occurred only where sand is predominant and any
gravel present is very small and scattered. Gravel in surface samples from
Twentynine Palms ranged from 5.2 percent to 34.8 percent, much of which was
1.5 cm or larger in size. Subsurface gravel contents were comparable, as was
particle size, so even if surface penetration occurred, scatterins losses
would be likely from subsurface gravel. Although Roth and Elachi report
that only a few particles exceeding the size criteria are needed to prevent
detection of subsurface features, it is not clear what amount of gravel is
critical. To assess the effect of gravel on these results, some corner
reflectors have been buried at a shallow depth at Twentynine Palms; the
covering soil consists of dry, sifted sand. A survey with a ground-based
radar system is planned when circumstances permit.

The disturbed soil signals on the L-band imagery were strongest at low

11
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angles of incidence. Since the ground surface was "radar rough", return from
surfaces at or nearly normal to the incident beam would provide the maximum

signal. If the slopes of the soil mounds parallel to the trenches were
approximately 35 degrees with respect to the horizontal, these slopes would
be roughly normal to the beam of the radar at an incid e=-dngle of 35
degrees as shown in figure 7. This is likely because the angle of repose for
granular particles is between 34 and 37 degrees. Signals similar to those
noted on the imagery would thus be produced. This suggests that incidence

angles equal to the natural angle of repose (i.e. 35 degrees) may be useful
in radar systems attempting to identify disturbed soil signals.

Consideration has been given to the possibility that the signals from
disturbed soil may result from a change in dielectric constant due to the

lower density of the disturbed soil, coupled with the ability of the long-
wavelength radar to penetrate and detect this change. Experiments are

planned to resolve this issue.
Future work in the area of mine detection and extraction from synthetic

aperture radar imagery should emphasize the application of various speckle-
noise reduction techniques on the original imagery and also the signal

processing of the original phase history inforimation. Several speckle-noise
reduction techniques are now available. However, for this effort, only one
was used. This was a geometric filter that was applied twice to the original

radar image in order to implement the pattern-finding algorithms. Analyzing

Incident wave

Backscatter
B cscatter

Refracted wave

Figure 7 Backscatter Due to "Radar Rough" Surface

the signals in the phase histories deserves attention, as noted. When the
signal-to-noise ratio is small as it is for buried mines, it would appear

that this would be a good direction for further work.

Future work planned includes the use of systems such as wideband impulse
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radars and tomographic radars. Also, a calibrated ground-based system that
can record signal return under varying conditions would be very useful in

furthering the basic understanding of radar penetration of dry soil.

Conclusions

The results of this project do not provide evidence that a long-
wavelength synthetic aperture radar can be used to detect buried mines.

However, it is possible that the lessons learned in terms of surface
indicators and the progress made in developing pattern-finding algorithms
could lead to more robust techniques for locating minefields. It is also
likely that further signal processing efforts can contribute to finding

minefields and possibly, the buried mines themselves.
Finally, it should be noted that military radar reconnaissance systems

typically use short-wavelength radar to identify details of objects and

terrain. Long-wavelength systems are not common in operational inventories,
and if further research shows that disturbed soil resulting from military
operations is preferentially detected by long-wavelength radar, then the
addition of such systems to the operational inventory should be considered.
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Developmental Research for Designing a Microwave
Electrothermal Thruster

Captain Scott S. Haraburda
Chemistry Department, U.S. Military Academy

West Point, NY 10996

Nomenclature

Cp - Heat capacity
Ei - Energy of particle i
F() - Function vector
F' () - Function derivative matrix
h - Planck's constant
Hi - Enthalpy of particle i
k - Boltzmann constant
K - Equilibrium constant
Mi - Molecular weight of particle i
P - Pressure
qN - Partition function
R - Gas Constant
T - Temperature
V - Volume
(0 - Statistical weights
Xi - Mole fraction of particle i
Z - Compressibility factor
S- Inverse product of temperature and the Boltzmann

constant
Aeli - Electronic energy change from ground state
p - Density

Background

Electrothermal Propulsion

In general, there are three major types of rocket
thrusters: chemical, nuclear, and electrical. Chemical rocket
thrusters are the most commonly used type of thruster. Energy
is transferred to the working fluid through chemical reactions
(combustion). Nuclear rocket thrusters are practically and

15



HARABURDA

politically difficult to use. Energy is transferred through
nuclear energy. Electrical rocket thrusters are not practical
in a large force region, such as gravity from large celestial
bodies. Energy is transferred via heating coils or EM waves
to the propellant fluid.

There are three types of electrical rocket thruster
systems. Electrothermal thrusters use electric energy to heat
a conventional working fluid. Electrostatic thrusters use
ions or colloidal particles as the working fluid. Finally,
Electromagnetic (EM) thrusters use EM fields to accelerate the
working fluid, usually in the plasma state.

A proposed electrothermal propulsion system uses
microwave induced plasmas. Although this system uses an
electromagnetic wave, it is classified as an electrothermal
thruster because it uses a nozzle (not EM waves) to accelerate
the propellant Schematically shown in Figure 1 is a version
of this system.

Microwave or millimeter power beamed to a spacecraft from
an outside source (such as a space station or planetary base)
is focused onto a resonant cavity to sustain a plasma in the
working fluid. The hot gas would expand through a nozzle to
produce thrust. Alternatively in a self-contained situation,
power from solar panels or nuclear reaction could be used to
run a microwave frequency oscillator to sustain the plasma.

Microwave Induction

A microwave plasma is very efficient for uses in jet
propulsion. Production of these plasmas involves using plasma
columns the size of conventional resonance cavities. These
cavities are stable, reproducible, and quiescent. These
plasmas develop as a result of surface wave propagation and
are characterized by ion immobility. The major physical
processes governing the discharge are: (a) discharge
conditions (such as the nature of the gas), (b) gas pressure,
(c) dimensions and material of the vessel, (d) frequency of
the EM field, and (e) the power transferred to the plasma.

For microwave plasma electrothermal rocket thrusters,
pressures near atmospheric and gas temperatures near 2000
Kelvin are being investigated. In the EM environment, free
electrons are accelerated about the heavier and neutral
molecules. These electrons collide with other elements or
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molecules of the gas to cause them to ionize as previously
bound electrons are stripped off. In essence, kinetic energy
is transferred from the accelerated electrons to the gas.

Figure 2 illustrates the various discharge properties
within a microwave system2. The cold propellant receives
microwave energy resulting in production of a plasma. This
plasma gives off radiation and heat. The excited species flow
away from the plasma while the cold species flow towards it.
Finally, the plasma excited propellant is recombined outside
of the plasma with increased kinetic energy. This thermalized
propellant exits through a nozzle as propulsion thrust.

Numerical Methods

Algebraic Equations

Gauss Elimination is one of the more popular methods fsr
solving "X" number of equations with "X" number of unknowns
This method is used to solve for the unknowns involved in
calculating the thermodynamic properties of a plasma. The
general equation for linear types of these problems is:

Ax =b

or

all1 aln 1 xl bi
[anl : ann Xn Lbn

Here, A is defined as the matrix of coefficients of the set of
linear-equations with X as the vector of unknowns and b as the
vector of products. Unfortunately, many algebraic equations
are non-linear. This requires another method of solving for
the unknowns, which may have several sets of solutions.
However, some of these sets have impossible physical meaning.

The Newton Method is one way to obtain solutions to non-
linear equations. To solve problems using this method, one
needs to rearrange the set of equations (F(x)) such that they
all equal zero. This can be written as:

F(X) =0
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or

fn (X) 0r 1 f -I[ I
The Newton Method requires an initial guess of values for the
variables. Values of the variables are iteratively modified
to quadratically approach the actual solution. The formula
for this variable modification is:

F (Xn)
xn+l Xn - _ -

-- -- F(Xn)

Here, F' (Xn) is defined as the derivative of F(Xn). Because
this form is linear, each iteration can be solved using Gauss
Elimination. This linear system can be obtained by
rearranging this formula.

FI(Xn) (Xn+l - Xn) = - F(Xn)

Differential Equations

The Finite DifferInce method may be used to solve Partial
Differential Equations . One would approximate each
derivative using the Taylor series expansion of a function
about a nodal point. The following are examples of
approximations for derivatives (use g = A x):

df(a) f(a+g) - f(a)
(a) forward: =

dx g

df(a) f(a) - f(a-g)
(b) backward: - =

dx g

df(a) f(a+g) - f(a-g)
(c) centered: - =

dx 2g

For second order derivatives, the following centered
difference can be used:
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d 2 f(a) f(a+g) + f(a-g) - 2f(a)
(d) 1 variable:-

dx 2  g2

Solving Partial Differential Equations using this method is
similar to that of Galerkin methods in that the Partial
Differential Equations are transformed into a linear set of
algebraic equations with the functions at the nodal points
being unknowns.

Experimental System

Microwave Cavity

An electromagnetic system was used to generate a plasma.
The microwave cavity body was made from a 17.8 cm inner
diameter brass tube. As seen in Figure 3, the cavity
contained a sliding short and a coupling probe (the two major
mechanical moving parts of the cavity). The movement of this
short allowed the cavity to have a length varying from 6 to 16
cm. The coupling probe acted as an antenna which transmitted
the microwave power to the cavity. The sliding short and
coupling probe were adjusted (or moved) to obtain the desired
resonant mode. A resonant mode represents an eigenvalue of
the solution to Maxwell's four electromagnetic equations.
Illustrated in Figure 4, two separate resonance modes were
used in thIse experiments: TM 011 (Ls = 7.2 cm) and TM 012 (Ls
=14.4 cm) .

Additional features of this cavity included: two copper
screen windows located at 90 degree angles from the coupling
probe (which allowed photographic and spectral measurements),
and two circular holes (in both the base and top plates) to
allow propellant and cooling air flow through the cavity.

Plasma Containment

The plasma was generated in quartz tubes placed within
the cavity. The inner tube was 33 mm outer diameter and was
used for the propellant flow. The outer tube was 50 mm outer
diameter and was used for air cooling of the inner tube. Both
tubes were about 2 1/2 feet long and were epoxied to aluminum
collars. These collars fed the gas and air through the
cavity. For additional protection, water cooling was done on
the collar downstream of the cavity.

19



HARABURDA

Flow System

Flow of 99.99% pure helium was controlled using a back
pressure regulator and a 3/4 inche valve in front of the
vacuum pump. Calibrated to zero assuming a complete vacuum
from the pump, a Heise gauge with a range from 1-1600 torr was
used to measure the pressure of the plasma chamber. Three
sets of flow meters were used to measure the gas, water, and
air flows. Calibrated using boiling water, type T
thermocouples (copper constantan) and an Omega 400B Digicator
were used to measure the temperature of the air and water both
entering and exiting the cavity.

Microwave Power

A Micro-Now 420B1 (0-500 watts) microwave power
oscillator was used to send up to 400 watts of power at a
fixed frequency of 2.45 GHz to the cavity. Although rated for
500 watts, energy was lost from the microwave cable,
circulator, and bidirectional coaxial coupler.

Connected to the microwave oscillator was a Ferrite 2620
circulator. This circulator provided at least 20 dB of
isolation to each the incident and reflected power sensors.
The circulator protected the magnetron in the oscillator from
reflected signals and increased the accuracy of the power
measurements. The reflected power was absorbed by the
"Termaline 8201 coaxial resistor. The incident and reflected
powers were measured using Hewlett-Packard 8481A power sensors
and 435A power meters.

Energy Transport

Energy can be transported through conductive, convective,
and radiative means.

Radiation

A major loss mechanism in energy transport to the
propellant is energy loss to the walls of the discharge
chamber. The following parameters were used for this
analysis: the cavity material is unpolished brass, the plasma
geometry is an oblate ellipsoid, and the wall temperature was
300 Kelvin. Assuming graybody radiation transport within the
cavity and knowing the heat rate loss to the cavity wall, one
can predict the surface temperature of the plasma (assuming
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that it acts as a s.lid uoject). Fig re 5 shows that
temperature as a function of pressureg.

Conduction / Convection

The remaining loss mechanism in energy transport is
energy loss through heat conduction and convection. A way to
visually understand this loss is to see the temperature
profile within the cavity. Using energy transport equations
and known boundary conditions (temperature and velocity
profile), one can approximate the profile using numerical
methods. For example, figure 6 shows the temperature profile
of the air cooling chamber . The major source of error in
developing this profile is the error involved in
experimentally determining the boundary conditions.

Thermodynamic Properties

Energy, mass, and momentum transport phenomena is
involved in this system. To predict these transport
processes, one could solve the conservation equations for
each. Although it is not the intent of this paper to present
these fundamental equations, calculation of some of the
parameters involved will be presented. Density is important
in determining the amount of particles present in any given
location. The energy and enthalpy values are important in
determining the amount of energy present. Finally, heat
capacity is important in determining the transfer of energy
from one location to another. Although diffusion parameters
are important in determining the transfer of mass from one
location to another, these calculations are not included.

Statistical Mechanics

Thermodynamic properties of the plasma are obtained
through usn of statistical mechanics and equilibrium
properties . This requires the use of partition functions
(q ), which are functions of temperature and volume. For
heyium, the molecular partition function is a product of its
translational (qtrans) and electronic (qel4ct) partition
functions. The translational and electronic partition
functions are defined as:

qtrans= 2 p m k T 3/2

h2
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qelect = Wi exp (-P Acli)

Values obtained through these calculations assume ideal gas
conditions and local thermodynamic equilibrium.

Equilibrium

Thermwdynamic values are calculated assuming equilibrium
conditions . The following chemical reactions are used in
these calculations:

K1

He He+ + e-

K2

He+ _ __ He++ + e-

The equilibrium constants can be related to the mole fractions
of the species as such:

XHe+ Xe-
K1 = P

XHe

XHe++ Xe-
K2 = p

XHe+

The values of these constants can be obtained using
statistical mechanics and experimental values for ionization
energies (Aci)

K, ex (OAF,)qHe+ qe-K1 = exp (- 3•i)
qHe

K2 = exp (-P&2 e2) e qe-

qHe+
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This provides us with two non-linear algebraic equations and
four unknowns - the mole fractions. We can derive two
additional equations assuming conservation of particles and
electrical neutrality. These equations are:

I xi = 1

Xe_ - XHe+ - 2 XHe++ = 0

Using numerical methods to solve the four non-linear and
linear equations, the mole fractions at various temperatures
can be calculated. The values at 1 ATM are provided in Figure
7. Two additional parameters are needed for calculating
thermodynamic values. They are the average molecular weight
(M) and compressibility factor (Z). Mathematically, they can
be calculated as:

M = Xi Mi

MoZ=
M

Here, Mo is defined as the molecular weight at 273.15 Kelvin.

Density

The density of the plasma must be known to be able to
develop model equations. The functional relationship between
density, pressure, temperature, and compressibility is:

po P ToP =
Z PO T

Here, po, To, and P are the values at standard state
conditions of 2 7 3 . 1g Kelvin and 1 ATM.

Energy / Enthalpy

It is essential to know the e ergy of the plasma so that
one can do heat transfer modelling0 . The energy level of an
individual species can be calculated as:

Ei = N k T2 (d )

dT
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3 (0i Aei exp (-Aei)
=--NkT+N 1

2 qelect

Energy may be expressed in terms of enthalpy.

Hi = Ei + N k T

The total enthalpy can be calculated using the individual
enthalpy levels and compressibility.

H = Z 2 Xi Ei + Z R T

Heat Capacity

To understand the changes in energy levels with
temperature, one must know the heat capacity of the fluid8 .
This parameter is defined as the change in enthalpy with
respect to temperature at constant pressure.

d H
dTP

The heat capacity of the individual species is calculated as:

5 d [•Oi Ai exp (-PAi)

2 dT qelect

However, the overall heat capacity must account for the
chemical reactions and the compressibility changes. The
overall formula for this comes down to:

d Xi Z H d Xi
C p = Z I Xi Cp, i + Z , (-) Hi- Mi( )dT P M dT P

Non-Propulsive Applications

The following is a literature survey listing potential
focus for conducting microwave plasma research.
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Detoxification of Hazardous Materials

Environmental concerns have increased dramatically over
the past few years. One important area of concern is the
storage or elimination of hazardous materials'.

Processing of hazardous wastes can be accomplished
through biological, chemical, physical, or thermal means.
Biological treatments include activated sludge, anaerobic
filters, and waste-stabilization ponds. Chemical treatments
include ion-exchange, reduction-oxidation, and neutralization.
Physical treatments include distillation, filtration, and
centrifugation. And, thermal treatments include incineration.

An emerging technology is that of plasmas. Plasma
technology is used in the space and energy industries. The
application of the arc / torch electrode technology cai, be
used in the treatment of hazardous waste.

The plasma torch can be used to dissociate pumpable
liquid organic wastes into its elements. Additionally, metal
recovery from scrap metal can be done using a plasma. The
speed of treatment is extremely fast. The plasma ca; break
down toxic compounds within milliseconds, with power ranges
near 1 M watt.

As seen in Table 1, many companies today are not only
researching the concept of plasma waste treatment• they are
developing plant operations using this technology§.
Furthermore, Westinghouse is working with the U.S. Department
of Energy to develop treatment procedures of buried waste
drums.

Surface Treatment of Commercial Materials

The surface treatment of materials is very important in
industry10. Oxide layer growth, plasma deposition, and plasma
etching provide many applications in the production of many
consumer goods. These three treatments are schematically
illustrated in Figure 8.

Plasmas are used to induce and to speed the growth of an
ozide layer on materials. For some metals, this oxide layer
can be used as a protective coating.
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Plasmas are used to deposit specific compounds on surface
materials. One widely used application is the generation of a
methane plasma to generate a diamond thin-film layer on the
surface.

Finally, plasmas are widely used in the electronic
industry. Etching of silicon has many applications in the
production of integrated circuits. In the past, etching was
done using a "wet" technology (the use of liquid chemical
reactions). This old technology had problems related to
surface wettability and bubble formation. Additionally, the
liquid wastes were dangerous and expensive to dispose.
Finally, the size was limited to greater than 3 microns. With
plasmas, we can obtain sizes less than 1 micron.

Novel Methods in Chemical Reaction Procedures

Plasmas provide a unique environment for chemical
reactions with unlimited potential. Using plasmas, energy can
easily be transferred to the reaction; thus, allowing us
another means to transport energy to an endothermic reaction.
Also, the plasma can produce unique radical species which can
create unique compounds. This can be very useful in the
organic chemistry arena. The list of applications continues.

Conclusions

Although this paper was not intended to provide much
scientific and engineering data regarding microwave plasmas,
it does provide enough information to suggest the many uses of
microwave generated plasmas. Much effort has been invested in
researching the propulsive applications of these plasmas.
Through this effort, a large source of information can be
harnessed towards developing a fundamental understanding in
the non-propulsive applications. Using this knowledge,
microwave generated plasma technology can be developed which
not only benefits the U.S. Army, but the entire country.
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Table 1 Current Plasma Detoxification Systems

WASTE CAPACITY DESIGNER

Scrap Metal 50 tons/hr Westinghouse

Toxic Landfill 2.5 tons/hr Westinghouse

Toxic Material 1.1 tons/hr Retech, Inc.

Organic Liquids 439 lbs/hr Aerospatiale
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I. Abstract

The artificial intelligence group at CRDEC is currently developing
hybrid pattern recognition/neural network systems for transition to
instruments and sensors which detect chemical and biological threat
agents in real-world, real-time applications. These are presently being
tested using pyrolysis/mass spectra from the Chemical and Biological
Maba Spectrometer (CBMS).

II. Instrumentation and Artificial Intelligence Design

A. The Chemical/Biological Mass Snectrometer

The Chemical/Biological Mass Spectrometer is being developed to collect
aerosols and air-borne vapors from battlefield environments and to
analyze and identify the samples for chemical and biological agents.
The instrument is consists of two units, a bioprobe for collection and
pyrolysis of particles in the range of key biological specimens (1-10
microns) and a miniature mass epectrometer with identification
algorithms and expert systems. The CBMS is able to continuously sample
the atmosphere and to detect and identify agents in less than two
minutes. For chemical agents, the an air stream is continuously
transferred through the unit to the mass analyzer. Biological agents
are collected in on quartz wool inside an infrared quartz tube
pyrolyzer. In order to volatilize the biologicals for analysis in the
mass spectrometer, the collected samples are pyrolyzed on a
reproducible temperature ramp operating between ambient temperature and
600 degrees Celsius. The fragments produced enter the air stream and
are transferred to the mass spectrometer unit.

After entering the mass spectrometer unit samples pass through a
silicon membrane to reduce the pressure from atmospheric pressure to
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the high vacuum conditions necessary for mass spectrometer operation. A
highly focused electron gun is used to charge the vapors for trapping
inside the ion-trap quistor. The CBMS is capable of several
configurations of mass spectrometry experiments. In the simplest case,
ions formed by low energy impact are singly charged and represent a
profile of the composition of the original air stream. The mass
spectrometer can perform up to 25 scans between 0 and 512 atomic mass
units (amu) per second. For biological samples, the time between
pyrolysis and the end of appearance of fragments in the mass
spectrometer ranges from approximately 30 seconds for fast (ballistic)
pyrolysis to, typically, 80 seconds for a slower temperature ramp. In
the simplest of configurations the mass spectrometer sums the mass
spectral scans over the time envelop of the pyrolysis event. For
ballistic conditions, 30 sec x 25 scans per second equals 750
individual mass spectra that can be summed in real time. Figure 1 shows
an example of the resulting sum mass spectrum for a sample of aldolase,
a representative protein mass profile after pyrolysis. Unless otherwise
stated, all spectra used in this paper were collected during a single
bioprofiling on the CBMS during an intermediate phase of development.
They do not represent the current instrument especially with respect to
sensitivity at individual atomic mass units.
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Figure 1: Total mass spectral profile obtained from ballistic
pyrolysis.
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The ion-trapping capabilities of the instrument enable higher order
mass spectrometry experiments to take place. If after ionization of the
pyrolysis fragments, all fragments above and below 135 amu are removed
from the trap, ions of mass 135 can be collected. This single fragment
can be further fragmented by higher energy from the electron gun. This
experiment results in a secondary ion scan known as the daughters of
mass 135. Figure 2 gives an example of a spectrum produced by this
experiment. Daughter ions are scanned at approximately 4 scans per
second. Similar isolation of individual ions (singulation) followed by
fragmentation produces granddaughter spectra. Presumably singulations
such as these could continue until the intensity of the signal is lost
or the time required for stepwise singulation becomes prohibitive.

28-Hay-92 134lee

107 126

98
&I alase

70 186

68

4 F
5 8 56 96

6

38 - 93 1 9

67 It
26 -

48 6f as 1e 126 146

mass

Figure 2: Daughter ion spectrum of parent mass 135.

The rapid scanning capability of the CBMS combined with the 30 to 80
second time period of the scanning gives rises to a rather unique
experiment. Figure 3 shows the time profile for the sample in Figure 1
in terms of total ion current. Figure 4 shows this same sample resolved
on both the time and mass axes. Figure 3 was formed by summing the mass
axis intensities in each one second time window. The time window is
presently thought to arise not only from differences in fragment
formation in the pyrolyzer as the temperature rises on the ramp, but
also from diffusion and chromatography-like effects as the fragments
travel to the mass spectrometer and pass through the membrane
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Figure 3: Total ion current as a function of time after pyrolysis.
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Figure 4: Time evolution of all masses formed by pyrolysis.
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barrier. The time resolution produced by these effects presents the
possibility that biological fragments can be analyzed in the time-
primary ion, time-daughter ion, and higher order domains. The
complexity of the pyrolysis signal for biologicals which are mixtures
of biochemicals might be reduced if the time axis is resolvable and can
be shown to be reproducible.

B. Artificial Intelligence Design for Detection Instrumentation

The rational for the artificial intelligence necessary to accomplish
data reduction, pattern recognition and organism identification in
complex chemical instrumentation such as the CBMS is outlined in Figure
5.

wloaut"pwatfn

•btetio, J •''•Detection,,.

Umcigwmau" 110001 lau (1414"t itcatlmy

Figure 5. Generic instrumental artificial intelligence design.

Neural networks are presently targeted as the ultimate pattern
recognition modeling technique. The expert system must be capable of
optimizing rule formulation based on part or all of the mass spectral
profile as well as on output from spectra processed in a pattern
recognition algorithm or neural network. Several contractors have been
designing intelligence algorithms around this design including the TAU
Corp. EVAL software and Peter Herrington's FURES 1 (fuzzy logic/pattern
recognition). At CRDEC, a concentrated effort to extend and modify
these efforts to create a versatile artificial intelligence protocol
capable of identification of agents and redesign of experiments which
encompasses the variety of configurations this instrument can operate
in is underway. The design treats the instrument and its adjustable
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parameters as part of the expert system knowledge base and as
intermediate decision outputs. Under this configuration, if a detection
is unresolvable based on current data, a warning can be issued and the
instrument can be reprogrammed to perform a different experiment to
resolve any ambiguities. For example, if primary scans are collected in
real time and a sudden influx of high levels of biological fragments
are detected by the pattern recognition models, a warning is issued. In
some cases, identification might proceed without ambiguity. However, if
the artificial intelligence cannot identify the organism based on the
primary ions, the expert system will trap the nature of the ambiguity
and use its rule base to reprogram the instrument to produce, for
example, daughter ion scans of one or more ions known to be useful for
the resolution of the ambiguity.

The biggest problem expected to arise in real-world real-time sampling
is the background at the site of sampling. In battlefield conditions,
this background wiil consist not only of components normally found in
the atmosphere such as pollen and air-borne bacteria which pose no
threat, but also of the various smokes, diesel exhaust and dust
particles created as a result of military operations. For biological
identification, any particles in the 1-10 micron region pose a
potential problem during identification since these will be pyrolyzed
along with the agent threat. In battlefield conditions, such inputs can
arise as a sudden influx of materials in the same way the treat is
expected to arise. The mass spectra will be a composite of all
materials trapped in the pyrolysis unit. The spectra will be mixtures;
therefore, any pattern recognition or expert systems models must be
able to identify the threat organism in the presence of substantial
background signal. Classification algorithms and classification neural
networks which do not allow fuzzy decision making will probably fail
well below the instrumental sensitivity levels unless all possible
background conditions are modeled. CRDEC is considering technology such
as associative neural networks, fuzzy backpropagation, statistical
neural networks and learning vector quantification as modeling
algorithms. The later is also being studied by the TAU team.
Discriminant analysis and related techniques are thought to map the
data structure too literally with respect to the training set data.

C. Preprocessing

Algorithms for preprocessing are dependent on the instrument and
signal. Since the prototype system is being developed in conjunction
with an interest in using time resolved mass spectra from the CBMS, the
preprocessing tools current used address this particular instrumental
setup. Early attempts to eliminate the background arising from the
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environment were unsuccessful because this background is convoluted
with background arising from hysteresis inside the instrument. The
later has components whose contribution to the total signal is
temperature and mass flow dependent; hence, this background is time
convoluted. Modifications to the instrument are being made to eliminate
this effect. Nevertheless, preprocessing of the time resolved spectra
in this paper has not included subtraction of the background.

Rank annihilation was used to reduce the size of the time resolved mass
spectra for input into the EVAL implementation of the Learning Vector
Quantization neural network. The procedure decomposes the time resolved
mass spectral profile covariance matrix (X) into two unitary matrices,
one (T) containing orthogonal trends in time, the other (M) containing
the corresponding trends in the mass spectra and a diagonal matrix S
containing the singular values (eigenvalues) of the covariance matrix.

X = T * S *'

where the matrix transpose is denoted by '. An automated test using the
F ratio determines the number of significant eigenvectors. Once the
eigenvectors are extracted a simplex search post rotates the vectors to
an "optimal" rotation as defined by a minimum in the entropy (H) where

H = -•I
aPi0og

2 (Pi)

where

I81I
Pi n

i=1

si is the intensity of the i-th trial mass spectrum and "n" is the
number of masses. A penalty is added to the entropy term if negative
masses are encountered. The mass spectrum defined by the optimal
rotation (N1 ) is removed from the data by a rank annihilation.
A residual matrix (Nr) is formed with rank one less than the data
matrix (N). This residual is formed as

Nr - N - alN1

where al in a scaler. The process is repeated using the residual time
resolved mass spectrum and ends when all significant eigenvectors are

37.



DARP]U, BROWN, & VANDER•EK

eliminated.

D. Neural Network

The neural network used in this study was the TAU implementation of
the Learning Vector Quantization (LVQ2) of Kohonen2. Briefly, this
procedure is a feed forward associative neural network similar to the
K-nearest neighbors algorithm used in classical pattern recognition.
However, LVQ does not store the training set data as an approximation
to the statistical distribution, but uses the training set data to
define a set of reference patterns for each class which span the space
of the training data, are clustered according to the distribution
exhibited by the training set data, and may be influenced by a member
of an alternate class if that member's nearest neighbor is one of the
class references. During training a penalty function is used when the
latter occurs to modify the development of the reference set
distribution. In the LVQ2 implementation, the penalty function is
implemented to move the discrimination surface toward the intersection
of the overlapped groups.

E. Expert systems

The expert systems challenge posed by detection applications is
diagramed in Figure 6. The outputs of the neural network (or any

- Sound alaru

Redesign exper ient

Spectral Probable agent Maon-agent_change
detected - Unknown specie - Sound alarn

-noun non-agent - Continue nonitoring

Redesign experinent

neural Unknoun - Classify
network
output Sound alarn

No change Continue monitoring

Figure 6: Example of a expert systems scenario arising from neural
network results.
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classification system) can define a detection situation with
identifications that can range from classification of a chemical or
biological threat into a known class, a subset of classes, or a non-
biological class. Further, the unknown sample may be similar to a known
class but also be a new specie.

Although it is possible to use multiple supervised learning neural
networks to attempt to resolve all encountered combinations of
clustering tendencies, the multi-experiment capability of the CBMS has
led to an emphasis on using expert systems to identify the nature of a
classification problem. Once the problem is defined the expert system
selects a more specific and definitive experiment to resolve the
ambiguity. Since, the LVQ2 algorithm computes the distance between an
unknown and the reference samples among the classes, if identification
does not occur then the distances form a pattern locating the sample in
space defined by the reference samples. Figure 7 gives an example of
this concept. The ordered distances from the unknown sample form a
classification vector [1 2 1 2 1 1 1 2 2 ... ]. Subclassification in the
expert system is determined by this classification order. In this case
the subclassification is the combining of two clusters into one larger
cluster. This vector along with any other information found to be
relevant form the factor set determining the rule used for redesigning
the experiment, subtracting a known interferent profile, or
reinspection of the data.

The biggest problem for an instrument which produces large arrays of
data is selecting that portion of the information which optimizes the
expert systems design. When the daughter ion scans become available,
genetic algorithms3 will be used to optimize the daughter scans used in
rule formulation.

III. Results and discussion

Time resolved primary ion scans from the CBMS were obtained by its
designers at the Bruker Franzen laboratory in Germany. For each sample
five replicates were analyzed. The order of the replicate runs were
randomized. Table 1 lists the samples used in this study. Since each
set of replicates is the only representation of a class of organisms,
the experimental design is clearly inadequate to test the capabilities
of the instrument nor can the true class structure be modeled.
Therefore, all results reflect the ability to distinguish individual
organisms from the remaining classes.
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Table 1: Samples used in this study.

1. Spores of bacillus subtilis
2. Coxiela burnetti (heat inactivated)
3. Staphylococcal enterotoxin B
4. DS-2
5. Yersinia enterocolitica (heat inactivated)
6. Aldolase
7. MS-2 Bacteriophage
8. Mixture of pollen and baker's yeast
9. Gasoline

10. Burning vegetation
11. Diesel exhaust

The rank annihilation algorithm discussed the previous section was used
to reduce the size of the time resolved mass profiles. Figure 8 shows
the result of the first rotation for a typical sample of coxiela
burnetti. The time profile carves out an evolution of pyrolysis
fragments centered at 9-10 seconds after the sample was pyrolyzed. The
mass vector in Bb gives the masses of these fragments. Library searches
have failed to reveal the nature or origin of these pyrolysis
fragments. Daughter ion scans, when available, may reveal the chemistry
and biological origin of the time resolved masses. The time resolved
spectrum corresponding to the first rotation is shown in Figure 9a.
After the spectrum in 9a was rank annihilated from the original time
profile, the residual in 9b resulted. This residual was decomposed to
obtain a second time resolved spectrum. Two rotated mass spectral
eigenvectors were retained. After elimination of samples which rotated
to background vectors because of signal to noise problems, each
sample's vectors were reduced to the mass range of 46 to 245 because
the instrument exhibited low sensitivity to higher masses. The
resulting reduced spectra were input to the LVQ2 algorithm. All samples
were correctly classified. Not enough samples were present to test the
models on unknown spectra. However, when one sample per class in all
classes that contained four or more replicates of the sample were used
for a test set under the leave-one-out strategy, the overall prediction
fell to 82 per cent.

IV. Conclusions

An artificial intelligence protocol for detection instrumentation has
been established. An hybrid expert systems/neural network is capable of
handling the identification problem and can also generate the scenario
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for additional data acquisition. The techniques were illustrated using

the CBMS which in still under development but better experimental

designs will be necessary before real-time models can be built.
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Figure 8: a) Total mass intensity evolving in the first time resolved
axis from singular value decomposition. b) The mass spectrum of the
fragments which evolve according to the time trend in a)
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a.

b.

Figure 9: a) The time resolved mass spectal profile define by the first
eigenvector of the decomposition of the original data from a coxiela
burnetti sample. b) The residual matrix obtained when the profile in a)
is annihilated from the original data.
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1. INTRODUCTION

The recent observations of bright, visible photoluminescence (PL) and
resonant tunneling in microparticles of silicon have generated an exciting
new field of research, with appealing attributes for novel devices of major
impact on Army electronics and optics programs. After reviewing the
stimulating discovery of PL from porous silicon (at Malvern, UK)' and the
observations of resonant tunneling in silicon microcrystallites (at Univ. of
NC at Charlotte, supported by the US Army Research Office--ARO) 2 a new program
was initiated at the US Army Electronics Technology and Devices Laboratory
(ETDL). Its purpose was to exploit the rapidly developing prospects for new
materials based on ultra-small crystalline semiconductor clusters or
structures formed without special epitaxial or lithographic procedures. It
was apparent that these initial experiments opened the door to exciting new
classes of devices based on new physics phenomena occurring in these novel
materials, promising optoelectronic, optical, and fast tunneling devices
fully compatible with silicon IC technology. A coordinating group was

a. National Research Council-ETDL associateship.
b. GEO-Centers, Inc., Lake Hopatcong, NJ 07849.
c. Research sponsored by USARO and ONR.
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quickly formed at ETDL to integrate experimental and theoretical approaches
to this research across organizational and functional lines. Within several
months ETDL researchers had reported the first Raman spectra from porous
silicon, the first measurement of pressure dependence, among the first
identifications by TEM of the crystalline planes in microcrystallites of
silicon with sizes of several nanometers, and had produced extremely small
silicon microstructures using two promising alternative techniques. The ETDL
program was leveraged by cooperative experiments with the nonlinear optics
program at the Research, Development, and Engineering Center of the US Army
Missile Command (MICOM) and by capitalizing on ARO sponsored research at
universities.

Bulk crystalline silicon has an indirect bandgap and displays only a
very faint infrared (IR) photoluminescence (PL) at room temperature. Porous
silicon was found to demonstrate very bright visible PL at room temperature.
Thus porous Si offered the immediate promise for silicon IC based opto-
electronic devices and because of this quickly fostered an extremely active
research field. Because of the special promise of porous Si, because of the
relatively easy fabrication conditions required to observe its bright PL, and
because of the potential for benefiting from the ideas and research of so
many other groups, the ETDL program has had the greatest initial success with
porous silicon. As a result most of the results reported in this paper deal
with porous silicon.

However it should be remembered that this is a project with very general
scope and wide implications. The goal of these initial experiments with
porous silicon and tunneling in silicon microclusters is to establish the
,nique transport and optical phenomena governing the behavior of materials
composed of these ultrasmall silicon particles. Efforts are in progress in
parallel with this research to formulate device concepts utilizing these
phenomena. Initially electroluminescent (EL) films and light emitting diode
(LED) structures have been examined. Also in parallel, promising new
fabrication techniques for silicon microstructures, both in-house and in
conjunction with ARO funded university research, are being assessed and
developed. These new materials will require new approaches to device design,
and the current research has focused on establishing the most advantageous
approaches.

2. LUMINESCENCE FROM POROUS SILICON

Porous silicon is made by electrochemically etching a silicon wafer in
a solution of HF. As a result many very small pores are formed in the
silicon. As the etching process progresses very small particles of
crystalline silicon remain between the pores. The exact structure of the
porous silicon and the mechanisms responsible for the bright PL are
controversial.
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The strong, visible PL from porous silicon is in sharp contrast to the
weak PL in the IR from bulk crystalline Si. Silicon's indirect bandgap of
1.1 eV (r point of the valence band to the A point of the conduction band) is
mainly responsible for the weak IR PL. Optical transitions across this
bandgap require a change in momentum of nearly the full Brillouin zone.
Three important questions need to be addressed in order to explain the PL
from porous Si. First, what happens to the 1.1 eV bandgap of bulk silicon?
Canham's original report of PL from porous Si attributed its visible
wavelength to a blue-shift in the silicon PL as a result of quantum
confinement in microcrystalline silicon structures with diameters on the
order of 3 nm.' The second question is what mechanism is responsible for the
enhancement in the optical transitions across the bandgap? While quantum
confinement results in some uncertainty in the momentum (by the Heisenberg
principle), this uncertainty is not by itself sufficient to significantly
relax the momentum conservation requirement. Third, what is the role of
localized states and their relation to the recombination process?

Other investigations have provided support of the quantum confinement
model of the PL mechanism for porous Si, in which the silicon bandgap is
widened due to the confinement of the carriers in an extremely small particle
in the same manner that the energy level spacing is increased for a particle
in a box when the box dimensions decrease. 1 .'3 4 Alternative mechanisms for the
visible luminescence have also been raised. Some reports suggest amorphous
silicon could be the source of the PL. 5

,
6  Others have proposed optical

transitions in individual molecules present at the silicon cluster surface or
in the region between clusters, such as the siloxene molecule."78  So far
experimental results have been ambiguous or conflicting with regard to a
clear cut determination of the PL mechanism. This portion of this paper
discusses the results of structural, analytical, optical, and cathode-
luminescence (CL) measurements on porous silicon. Like previous experimen-
tal work, these results are not by themselves definitive in identifying the
PL mechanism. However they do provide important additional information
relevant to the three questions stated above, and they provide important
clues to guide efforts at device design.

2.1 STRUCTURAL AND CHEMICAL ANALYSIS

Early reports of PL and optical absorption in porous silicon attributed
the results to quantum confinement effects in needle-like crystalline
structures with diameters of 2-9 nm. 1' 3 TEM micrographs of the porous silicon
film taken at ETDL9 clearly show the crystalline planes in microcrystallites
of silicon, as shown in figs. 1 and 2. As shown in fig. 2 the interplanar
spacing is 0.31 nm, which corresponds to the spacing for the (111) orienta-
tion of bulk crystalline silicon. The microcrystallites seen in these
micrographs are not needle-like but rather of an irregular shape. Similar
TEM micrographs were independently taken by Lehmann and coworkers. 10  The
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lattice planes in the crystallites shown in t ' .. .*-
fig. 1 are rotated by a few degrees from .

each other in the plane of the micrograph. • . ' '# "
It is expected that other crystallites may
be rotated by a few degrees out of the loo*ý ,-

micrograph plane, in which case their ...- '

crystal planes would not appear in fig. 1,
and they would appear as the amorphous • ;

looking region between crystallites in this '
figure. Initial observations have not seen . .. ]. ..
the typical ring structure in transmission -7.
electron diffraction that is the signature W .ýr

of amorphous silicon. .

Results of Auger analysis on this Figure 1. TEM micrograph showing
sample are shown in fig. 3. Silicon, oxy- ultra-fine crystallites in po-
gen, carbon, and nitrogen atoms are seen in rous silicon.
this analysis. SIMS analysis on the same
sample also shows the presence of hydrogen
atoms, which do not have an Auger signa-
ture, and a small amount of fluorine.1  

. "
The composition of this film is about 70% ' 3 f If
(atomic concentration) of silicon, 20%

oxygen, and 10% carbon and nitrogen, .

excluding the hydrogen concentration,
which Auger can't measure. The results of
independent SIMS analysis elsewhere' 2

confirm the qualitative nature of these
measurements, and demonstrate a large
variation sample-to-sample as the result
of different environmental conditions, as
well as long time scales for interactions
with the environment.

ESR measurements 13 on this sample
indicated that the surface of the silicon 4

microcrystallites were well passivated and Figure 2. TEM image of a silicon
free of dangling bonds, which was attrib- crystallite from porous Si. The
uted to bonding with hydrogen or Si0 2 . marker indicates the interplanar
These conclusions were independently spacing, 0.31 nm.
confirmed elsewhere by FTIR measure-
ments,14-11 which noted that the strength of the PL correlated with SiH2 and
that the Si-H bonds were replaced by Si-O bonds over time.

2.2 CORRELATED RAMAN AND PL MEASUREMENTS
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For these measurements both Raman and PL 1001

spectra were taken from the same spot on the 90.

sample and at nearly the same time. The average Silicon

sizes of the silicon crystallites varied from j

sample spot to sample spot. At each sample spot 70

three spectra, parallel polarized Raman, cross .2 50

polarized Raman, and unpolarized PL, were taken. 5 so
Reference Raman spectra were taken from the pol- U 40

c
ished silicon surface which had not been exposed 0
to the etching process. In contrast to the refer- u Oxygen

ence Raman spectra from the crystalline silicon E O

surface, the Raman spectra from spots on the < 10 _--Nrbon
porous Si were unpolarized.17-19  0 0 5 .o

Shown in fig. 4 are Raman and PL spectra from Sputtering Time (min)
two spots (A and C) on a typical sample. The Raman
spectra consist of sharp peaks due to crystalline Figure 3. Auger analysis
silicon modes near the peak for the bulk crystal- of porous silicon film.
line. Si ref-
erence , C.

marked "c-Si" A C /,

in the fig-
ure. The 'y

line widths i4
of the porous I

Si peaks are
1 I'

about 5 cm-, 0 %
compared with 0-"
3 cm- 1 for the 860 o Sa
reference .Z 2.4 Raman Shift (cm" 1)
c-Si peak. Photon Energy (eV)

Peak C also
displays the Figure 4. Correlation of Raman and PL spectra from porous Si.
splitting of
the TO and LO phonon modes. The PL spectra show the broad peaks at energies
between 1.55 eV and 2 eV typical of porous Si PL.

The downshift of the porous Si Raman peaks from the c-Si peak and the
LO-TO splitting can be used to estimate the size of the silicon micro-
crystallites. The electron-phonon interaction in a finite sized particle has

a maximum corresponding to a phonon momentum q-r/f, where f is the confine-
ment dimension of the particle. The phonon momentum of the Raman peak from
a finite sized particle will therefore be shifted by */f from the center of
the Brillouin zone. From the experimental down-shift in the energy of the
Raman peaks, the particle size can thus be estimated using the known phonon
dispersion in silicon. The phonon dispersion is different for the LO and TO
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phonons, so the experimental phonon splitting can also be used to estimate
particle size. Our Raman data results in size estimates between 2 and 3 run
for the porous Si microparticles.

Fig. 4 also illustrates the correlation between PL and Raman spectra
taken at different spots on a sample, which is typical of our data. The PL
spectra from spots which have the largest Raman down-shifts, and hence the
smallest average particle size, have peaks at the largest PL photon
energies. This indicates that quantum confinement due to the smaller
particle size is increasing the spacing of the energy levels involved in the
PL recombination.

2.3. MEASUREMENTS OF THE DIELECTRIC CONSTANT

Angle resolved ellipsometry measurements were made on the porous Si
samples, by fitting the reflectance data to known formulas for thin films and
extracting the index of refraction and film depth. Our data resulted in
values for the index of refraction of the porous silicon film between 1.5 and
1.9, and therefore dielectric constants between 2.3 and 3.6. These values
are much smaller than the dielectric constant for bulk crystalline Si at this
excitation wavelength, 17.8. The reduction is due to two principal causes.
This material is porous, with the voids contribute a dielectric constant of
1 to the mixture. Second, quantum confinement itself will reduce the
dielectric constant, 2 0 by increasing the critical optical transition energies.
Based on our estimates of our porosities and on a simple estimation of the
dielectric constant of a mix-
ture of silicon particles and
voids, the measured dielec- o.oo3
tric constants appear too g X X

small to be the result solely
of the voids. Large void •
fractions, on the order of 00w0.002
90%, are not supported by our •
structural studies. These CL

measurements demonstrate that 0

the quantum confinement ef- 2x -3

fects can have a significant •
effect in the reduction of
the dielectric constant of
porous silicon, and that the I

dielectric constant within 5o 100 150 200 250 300

the microcrystallites them- TEMERATURE (K)

selves is reduced. 1 8,' 1 9

2.4. TEMPERATURE DEPENDENCE Figure 5. Temperature dependence of the PL
OF THE Pl. intensity from porous silicon.
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The temperature dependence of the integrated intensity of the PL is
shown in fig. 5.21 At low temperatures the intensity rises with temperature,
with a behavior typical of phonon-assisted recombination in semiconductors.
Near room temperature the intensity decreases. The temperature dependence of
the porous Si is very similar to that reported for Se doped Si. 2 2 In this
report the falloff in PL intensity near room temperature is attributed to the
thermal dissociation of bound excitons. This suggests that the temperature
behavior of the porous Si PL near room temperature is due to a similar mecha-
nism. If the temperature dependence of the log PL intensity is plotted
against inverse temperature, the relation is nearly linear near room
temperature, and a thermal dissociation energy of 100 meV can be extracted.
The binding energy of the excitons is inversely proportional to the square of
the dielectric constant inside the silicon microparticle. As a result of the
quantum confinement on the dielectric constant, as discussed above,
relatively shallow defects or impurities in bulk Si would have their binding
energies increased when confined in microparticles of these small dimensions.
The increased binding energy would then be consistent with this measured
dissociation energy. The temperature dependence reported here is not
consistent with a recent report of the temperature dependence of the PL of
siloxene, 2 3 which has been proposed as a possible cause of the bright PL from
porous Si. Zheng and coworkers reported a steady increase in the PL from
siloxene as the temperature decreased down to 100 K, which is contrary to
these observations for porous silicon. Our temperature dependence measure-
ments thus raise serious questions about a model based on PL originating from
siloxene.

The temperature dependence of the PL
time constants for porous Si are shown in
fig. 6.21 The time constants at low tempera- 3 decay time

-. 10tures are very long (nearly I millisec), - .
decreasing by almost two orders of magnitude "
at room temperature. The shape of their
temperature dependence and their magnitudes 0 2 rise time
are very similar, again, to the PL lifetimes • °
reported by Bradfield for Se doped Si, 22 .0
which again suggests the similarity in PL 6
processes. The PL time constants are due to -
both radiative and non-radiative channels. 10
At low temperatures there are fewer
non-radiative paths, and the overall time
constants are longer. As temperature is to 0 1
increased the time constants reflect the 0 1 2 3 4 5 6 7 8
temperature dependence of the non-radiative 100/Temperature (K)
processes. Our results are thus consistent
with the temperature dependence ofdepen-dence of the PL time constants
non-radiative transitions involving trapping for porous silicon.
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or localized states.

Duty Cycle

2.5. EXCITATION POWER DEPENDENCE g0/to
OF THE PL 1-3 0o/90

For these measurements the PL Z
' 4 00was detected using a lock-in ampli- o4 0

fier system with an acoustic modu- /
lator to chop the beam. Use of the 0 0

acoustic modulator enabled the use ý 10
of different "duty cycles", in • sayawn
which the peak power and the chop- z a0-y

ping period would remain the same,
but the portion of the period the
excitation was on could be varied. 0o- 10..... 2 to....0 4 10 1 b
A "10/90" duty cycle had the beam 10 10 G 10O 10N 10T 105 10
on only 10% of the time, and thus
had a lower average power than a
90/10 duty cycle at the same peak Figure 7. Excitation power dependence of
power. the PL from porous silicon.

The excitation power dependence of the PL is shown in the log-log plot
in fig. 7. The slope of 1 on the log-log plot indicates a linear power
dependence and that the excitation process is a one photon-one electron
process. This linear dependence holds over nearly four orders of magnitude
of excitation power, finally beginning to saturate at the higher powers. In
order to investigate this saturation effect different duty cycles were used
for the excitation. The results for the 10/90 and 90/10 duty cycles are
shown in fig. 7 plotted against the average excitation power. Fig. 7
demonstrates that the saturation effect occurs at nearly the same average
power for different duty cycles, and therefore for different peak powers.
This result indicates that the saturation is due to temperature increases in
the illuminated spot on the porous Si sample as a result of increasing
absorbed power, an effect which would depend on the average excitation power
rather than the peak power. As shown in fig. 5, near room temperature an in-
crease in temperature will cause a decrease in PL intensity. This also
suggests that the one photon-one electron excitation process itself will be
true at higher excitation powers. 19,24

2.6 PL EXCITATION SPECTRUM

The PL tyC4---_n spectrum for the red peak of porous silicon is shown
in fig. 8. This spectrum was taken using a xenon arc lamp and monochrometer.
The energy of the PL peak is about 1.55 eV, and this peak energy is quite
insensitive to the excitation energy. For the excitation spectrum the PL is
monitored at the 1.55 eV peak and the PL intensity recorded as a function of
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the excitation wavelength. Fig. 8 1.0

shows that the excitation spectrum PL monitored ot
is a fairly narrow feature peaked . 800
near 2.6 eV. The 1.55 eV PL is t
consistent with the indirect band- 2.6eV

gap of Si, widened by quantum con- e 06

finement. Since the direct band-
gap energies of bulk Si are 3.3 eV 2
or greater, the 2.6 eV excitation C0.4
peak is probably not associated 2
with these transitions. This sug-

gests that it may be due to exci- 02

tation to an excited level of a
quantum confined state.19,25 o.0 260' . . . .

200 300 400 500 600 700

2.7 PRESSURE DEPENDENCE OF THE PL Wavelength (nm)

The first measurements of the
pressure dependence of the PL from Figure 8. PL e7-:itation spectrum of the

porous silicon were made at ETDL. 2 8 red peak of porous Si.

The pressure dependence of optical
transitions has been extensively used to determine the band structure of
semiconductor material. The purpose of these measurements was to determine
important information about the electronic structure of porous silicon. Fig.
9 shows the pressure dependence of the peak PL energy over 40 Kbar of
pressure. The squares designate data taken as the pressure increased,
triangles designate data taken as the pressure
decreased. There is a large blue-shift with

pressure of nearly 170 meV with 20 Kbars of ,
pressure, followed by a nearly constant peak 2 0 - 0

energy for higher pressure. This leveling off
of the PL peak energy at higher pressures is
suggestive of the r-X band crossing in GaAs at
higher pressures. The origin of the apparent 0 a0
hysteresis is not known at this time. The PL WI. 9

intensity is seen to decrease significantly
with pressure. The large blue-shift is at
least an order of magnitude too large to be due
solely to the pressure induced increase in
quantum confinement caused by size reduction, ' I I I
as determined from a simple particle-in-a-box 0 10 20 30 40

calculation using the pressure dependence of P(Kbar)

the lattice constant. Blue-shifts of the same
order of magnitude are seen in samples of Figure 9. Pressure depen-
porous silicon fabricated by another research dence of the energy of the
group, under different conditions. 2 5 For porous peak PL from porous silicon.
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Si the blue-shift is in wrong direction to be consistent with the pressure
induced red-shift in the PL from either amorphous Si 27 or the indirect gap in
bulk crystalline silicon. 28 Thus, these results provide strong evidence that
the origin of the porous Si PL is not a known phase of amorphous Si and that
it is not solely due to quantum confinement of the r-X bandgap of bulk
silicon.

2.8 CATHODELUMINESCENCE

Under bombardment from high energy electrons, porous silicon initially
emits a bright yellow CL. After a short time, on the order of several
seconds, the CL dies. Apparently the high energy electrons damage the
surface of the microcrystallites. The damage appears to be irreversible.
After damage no PL is emitted either. This effect was confirmed independent-
ly by a group at IBM. 2 9 Although studies by other groups have indicated that
hydrogen can be driven off the microcrystallite surfaces and replaced, with
a corresponding degradation and restoration of the PL, this CL damage appears
to be permanent. Once damaged the porous Si apparently does not respond to
the usual methods of restoring the PL.

2.9 SUMMARY OF THE RESULTS ON POROUS SILICON AND DEVICE IMPLICATIONS

Our results provide strong support for the quantum confinement model of
the PL, in which the photon energy of the PL from the silicon micro-
crystallites is shifted into the visible due to the physical confinement of
the quantum mechanical wave functions in the small particles. At the same
time our data raise serious questions with the proposals that porous Si PL
originates from amorphous Si or from siloxene. However our results also
indicate that other processes involving states with higher degrees of
localization than provided by the physical confinement of the microparticle,
such as those associated with traps, impurities, or defects, may be equally
important in the mechanism for the PL. Once the nature of these more
localized states is understood, they may be the key to other novel device
applications. Our structural studies do not see quantum wire structures, but
rather somewhat irregular microcrystallites. These microparticles appear to
be separated from each other by hydrogenated silicon or silicon oxides.
Electrical conductivity through a porous silicon film will therefore be via
sequential tunneling into and out of the microcrystallites or through defects
around them. These studies do not appear to support a high void fraction in
our samples. Our studies confirm the results reported by others concerning
the importance of the passivation and surface chemistry of the microparticles
and the variation in time and from sample to sample of the chemistry in the
film. Other fabrication techniques for nanoparticles for device application
will therefore have to consider surface passivation as an integral part of
the fabrication process. The damage caused by high energy electrons
indicates that the usual way of exciting EL films may require reexamination
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for these materials. Other excitation 1.6
techniques, such as high frequency excita-
tion using capacitive contacts, should be '20.3
considered. Efforts at an LED device design 0
have been initiated at ETDL. 30 Encouraging l
preliminary results have been achieved .c 0.2
elsewhere, 31,32 but significant problems must

still be solved. Our experimental results
indicate that quantum confinement may sig- 0.4 0.1

nificantly affect the usual relationships of

energy levels expected from bulk silicon.
The binding energies of impurities and 0 -10 -20 -30

defects may be greatly altered, drastically GATE VOLTAGE(V)

changing the procedure of doping materials
for device applications. Figure 10. Conductance-gate

voltage curve for resonant tun-
3. RESONANT TUNNELING THROUGH MICROCRYSTAL- neling through silicon micro-
LITES particles.

Fig. 10 shows conductance-voltage curves for tunneling through a very
thin film of silicon microcrystallites. 2  The microcrystallites were
fabricated by recrystallizing a very thin amorphous silicon layer in an
oxygen ambient. The conductance spikes between -10 and -20 volts are due to
resonant tunneling through the 3D confinement of the microcrystallite. The
steps at higher negative voltages are due to resonant tunneling through 1D
confinement, which occurs when the wavefunctions in neighboring crystallites
overlap to form an essentially one dimensional state. The large separation
between the spikes below -20 volts is due to charge accumulation in the
crystallites, in a phenomenon similar to "coulomb blockade." Resonant
tunneling devices are inherently resistant to noise, and their basic physical
mechanism operates well into the millimeter wave spectrum. These demonstra-
tions of resonant tunneling and coulomb blockade-like effects in a film of
silicon microcrystallites open the way for new classes of fast tunneling
devices, compatible with silicon VLSI technology.33

4. NANOPARTICLE FABRICATION

In addition to the two fabrication methods discussed above for
microcluster particles of silicon, two additional novel methods have been
under investigation at ETDL. The first method is based on the pulsed power
technology which has been developed and perfected here at ETDL. A piece of
silicon is subjected to a fast very high current, high voltage pulse. The
silicon is vaporized in a manner similar to an "exploding wire" plasma. The
silicon atoms recrystallize as they leave the plasma, and the resulting
microcrystallites are collected. 3' Fig. 11 is an SEM micrograph of a
preliminary shot. In the figure crystallites smaller than 100 nm can be seen
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on the collection substrate. A similar ex- "
ploding wire machine using metal wire 4,
targets, operating in Russia, has demon- I #1
strated that metal microclusters of 10 nm • -size can be generated by this method.' it 4., :
is expected that the ETDL technique for '

silicon can be optimized to produce silicon - , •
microparticles of this size. A second I
method uses a laser ablation technique to
deposit a film of microstructures with 1,,040.
diameters ranging down to values less than
100 nm in a preliminary experiment.

5. NONLINEAR OPTICS EFFECTS

Researchers from MICOM have predicted • J
large nonlinear optics parameters for very
small clusters of metals, semiconductors,
and superconducting material. 36  Active Figure 11. SEM micrograph show-
research is being pursued at MICOM to ing microcrystallites of Si
develop such material for optical device formed in the pulsed-power fab-
applications, such as harmonic generation rication process.
and optically bistable switches. Experi-
ments on porous silicon and other silicon microcrystallites produced at ETDL
are being coordinated with the MICOM research group to measure the nonlinear
optic parameters and to assess the potential for optical devices.

6. SUMMARY

It is abundantly clear that these new materials have tantalizing new
properties for device applications. The strong PL from porous silicon may
well reflect quantum confinement involving localized defects or impurity
states. The sharp conductance-voltage features of silicon microparticles are
most readily explained by resonant tunneling. Semiconductor microparticles
are predicted to have interesting nonlinear properties of interest in optical
devices. Semiconductor device physicists typically use concepts of bandgaps,
band offsets, impurity doping energy levels, and carrier transport character-
istics in visualizing and formulating device concepts. In these new
materials consisting of semiconductor microparticles or microstructures at
the nanometer scale, the values of these key quantities can become signifi-
cantly altered from the expected bulk semiconductor values. Our results make
a significant contribution to the expanding body of research defining these
new properties. Out of this research will come new procedures and techniques
for utilizing these novel materials in devices, and it will open the way for
entirely new device concepts and applications.
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BIODEGRADATION OF CHEMICAL WARFARE AGENTS:
DEMILITARIZATION APPLICATIONS

Steven P. Harvey and Joseph J. DeFrank
Chemical Research, Development and Engineering Center

Aberdeen Proving Ground, MD 21010-5423

INTRODUCTION

By treaty agreements, the chemical stockpiles of both
the U.S. and the former Soviet Union are currently slated for
destruction. However, chemical demilitarization technology
now centers on *ncineration which has encountered public
opposition due to environmental concerns and excessive cost,
currently estimated at 50 times the cost of producing the
chemicals (1,4). There are several reasons why chemical
demilitarization would be an ideal application of bio-
degradation. First, unlike other bioremediation scenarios
where contaminants are found in soil or groundwater, in this
case, the chemicals to be degraded are in an exactly known
location and a relatively pure form (typically distilled).
Consequently, it is possible to "feed" the chemicals to the
bacteria in a precisely controlled manner. Second,
biodegradation occurs at room temperature in aqueous
solution, thus precluding any possibility, however remote, of
a catastrophic vaporization of agent. Third, a major
objection has been that so much money would be spent on
incinerator construction that it would be necessary to
subsequently use chem for disposal of other hazardous wastes
to amortize expenditures. This has brought criticism of the
Army from surrounding communities. The fermentors which
would be used for biological demilitarization on the other
hand, could subsequently be very useful in the production of
enzymes, antibodies or other biological products. These
fermentation processes have no adverse environmental impact.

The chemical stockpile at APG may be uniquely
appropriate for biological demilitarization. Mustard is the
only agent stockpiled there and it is stored in bulk.
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consequently, there are no explosive components of munitions
to be disposed of. A major criticism of previous demilitar-
ization alternatives has been that they would only dispose of
the chemicals, not the other equipment. The empty one-ton
mustard storage containers can be decontaminated to the 3X
level with sodium hydroxide, the contaminated wash from which
could be fed directly into the fermentor medium. Decon-
tamination to the 5X level can then be achieved in the
decon/detox incinerator which is currently used for that
purpose.

RESULTS

Mustard hydrolysis has been studied extensively (5-9).
Briefly, the reaction proceeds through a series of sulfonium
ion intermediates to thiodiglycol (Figure 1). The first
(rate-limiting) step is the formation of a cyclic sulfonium
ion which then reacts with water to form the alcohol.
Hydrolysis occurs most rapidly at dilute mustard
concentration, high pH and low chloride ion concentration.

Musterd Thlodialvcol

/ CH2 CH 2 CI CV2 H20 CH2 CH2 OH CH2 C2HOH

S\ - +S--CH2 S + S--CH2 ---/ \ ZC , "---C" S

CH2CH 2CH2 CI CH2  CH2 CH2 OH

+Thlodilgycol JrT~lodIgIyco>,/I

+ CH2 CH2OH +/CK2CH 20H

/CH 2CH:S H _&O CH2 C.S

+ / CH2 CH2OH /20

s CH2HHO S \ cHcC

CC/CHHCHSH
CH2CNS\

CH2C)H20H

Figure 1. Hydrolysis of Mustard. Adapted from (9). Mustard
hydrolyzes through a series of sulfonium ion intermediates,
finally to thiodiglycol. The first step, the formation of the
cyclic intermediate, is rate-limiting. Thiodiglycol acts as
a nucleophile to produce the branched intermediates.
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Isolation and identification of thiodiglycol-degrading
bacteria. Literature searches found no previous reports of
thiodiglycol biodegradation. Enrichment cultures were set up
in mineral salts medium using thiodiglycol as the sole carbon
source. Soil samples containing indigenous bacteria were
added and cultures were incubated up to two weeks. Tubes
which became turbid were diluted 1:500 in 10 mM thiodiglycol
minimal medium. After 10-15 such dilutions, bacteria were
streaked on nutrient plates at least three times for single
colonies and inoculated back into thiodiglycol minimal
medium. Two different strains were isolated (SH18 and SH42)
which grew on 10 mM thiodiglycol as sole carbon source.
Neither organism grew without an exogenously added carbon
source, indicating CO 2 was not being utilized as a carbon
source. Disappearance of thiodiglycol with corresponding
increase in O.D. 5 9 5 of the culture was monitored by gas
chromatography (GC) (11). Bacteria were identified by gas
chromatographic fatty acid analysis (Microbial I.D. Inc.,
Newark, DE) and Biolog carbon source utilization plates with
the corresponding Microstation System software. SH18 showed a
fair (37.5%) identity with P. pickettii by GC fatty acid
analysis and was not identifiable with the Biolog plates.
SH42 showed a very high (74.1%) identity with A. xylosoxidans
ssp. xylosoxidans by GC fatty acid analysis. When tested with
the Biolog system, SH42 corresponded exactly (95 out of 95
carbon sources) with the results most commonly seen with A.
xylosoxidans ssp. xylosoxidans. Both bacteria grew
optimally at 28-30 0 C and more slowly at temperatures up to
34 0 C. SH18 grew optimally on thiodiglycol between pH 7.0 and
pH 8.6. Optimum growth of SH42 on thiodiglycol occurred
between pH 8.4 and pH 9.4. All subsequent experiments with
SH18 were conducted at pH 7.5 and with SH42, at pH 9.2.

Growth of SH18 and SH42 on hydrolyzed mustard as sole
source of carbon. Bacteria were grown in hydrolyzed mustard
(16 mM) as sole carbon source . Resulting cultures were
analyzed by 1 3 C nuclear magnetic resonance (NMR) to determine
their post-growth organic profiles (Figure 2). In the case of
the SH18 culture, analysis detected only one remaining
product, 2,2'-dihydroxydiethyl sulfoxide (thiodiglycol
sulfoxide), which comprised approximately 16% of the original
carbon from mustard. Thiodiglycol sulfoxide was not detected
in a sterile control containing hydrolyzed 16 mM mustard,
consistent with a metabolic origin for the compound. Since
SH18 will not utilize thiodiglycol sulfoxide as its sole
source of carbon for growth, it may represent a metabolic
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% Original Carbon
Strain Remaining Compounds Detected

SHI8 1 6 Thlodiglycol sulfoxide

SH42 2 -3 Thiodiglycol, thiodiglycol
sulfoxide, small amounts of

_ethers or thioethers

Figure 2. Results of 13C NMR analysis of SH18 and SH42 grown
on hydrolyzed mustard.

dead-end product. In the case of the SH42 culture, a one hour
analysis detected no carbon-containing products in the
culture medium. A subsequent 72 hour analysis of this same
culture improved the signal-to-noise ratio and it was seen
that a maximum of approximately 3% of the carbon from mustard
remained in the medium in the form of thiodiglycol,
thiodiglycol sulfoxide and small amounts of several compounds
tentatively identified as ethers or thioethers.

Toxicity of hydrolyzed and biodegraded mustard. Because
thiodiglycol is essentially nontoxic, the expectation was
that the medium would be nontoxic after hydrolysis prior to
inoculation. However, since the pathway of degradation is
unknown, it is possible that toxic metabolites are formed
during growth. In order to determine the toxicity, if any,
of the culture, two commercial bacteria-based toxicity
testing kits were used. Toxi-Chromotest (Orgenics, Inc.,
Columbia,. MD) uses the chromosomally-encoded B-galactosidase
enzyme of Escherichia coli test bacteria to catalyze the
cleavage of a chromogenic substrate. The intensity of color
is inversely proportional to the degree of cell killing by
the compound to which the bacteria are exposed. Results show
no detectable toxicity from either the sterile medium
containing hydrolyzed mustard only, or the post-growth
culture medium with either SH18 or SH42. In all cases the
O.D. 4 0 5 is greater than that of the blank containing only E.
coli cells and buffer (Figure 3).
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0.500 jig/ml HgCI2

0.250 jig/ml HgCl2

0.125 g•lgml HgCI2

0.0625 pg/ml HgCI2

Blanky s

Sterile Control

SHI8 Culture

SH42 Culture.

0.0 0.2 0.4 0.6 0.8
OD (405nm)

Figure 3. Results of Toxi-Chromotest. O D. is inversely
proportional to toxicity. HgCl is the standard toxic
compound. The blank consists of test bacteria and buffer
alone (no toxicity). Bacteria in wells of a microtiter plate
are incubated with 100 ul of the indicated concentration of
HgC1 2 , hydrolyzed 16 mM mustard or post-growth cultures of
SH18 or SH42 bacteria grown on hydrolyzed mustard. HgCl 2
results are averages of 2 determinations, others are averages
of 8 determinations each.

The second test, SOS-Chromotest (Orgenics, Inc.),
specifically detects genotoxicity with E. coli which have an
SOS promoter cloned upstream of the B-galactosidase gene.
Genetic damage activates the SOS promoter stimulating
synthesis of 8-galactosidase. The chromogenic substrate is
therefore cleaved in proportion to the degree of
genotoxicity. This test was of particular interest because of
mustard's alkylating effects on DNA. Results (Figure 4) show
that the sterile control, SH18 and SH42 cultures all exhibit
no detectable genotoxicity (no increase in O.D. 4 0 5 ).
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NQO (2.500 gg/ml)

NQO (1.250 gg/ml)

NQO (0.625 gg/ml)

NQO (0.313 gg/ml)

NQO (0.156 pig/ml)

NQO (0.078 gg/ml)

NQO (0.039 pig/ml)

NQO (0.020 gg/ml)

NQO (0.010 gg/ml)

NQO (0.005 gg/ml)

Blank

Sterile Control

SH18 Culture

SH42 Culture

-0.2 -0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

OD (630nm)
Figure 4. Results of SOS-Chromotest. O.D. 4 0 5 is proportional
to toxicity. 4-Nitroquinoline is the standard genotoxic
solution. Procedures are the same as described for Figure 3.

Fermentation study with munitions-grade mustard from the
U.S. chemical stockpile. Although the initial studies
demonstrated that a very large percentage of the carbon in
the mustard hydrolysis medium could be consumed (at least
97%), it was also of interest to attempt the degradation on a
larger scale. For that purpose, a fermentation study using
munitions-grade mustard from the chemical stockpile was
conducted. A sample was obtained from the circa-1940's
chemical stockpile at APG. The mustard was dark brown to
black in color (highly purified mustard is colorless) and
contained some insoluble particulate material. Presumably,
the color and particulate material were remnants of the one-
ton steel container in which it had been stored for
approximately 50 years. 125 ml of this mustard was hydrolyzed
in a slight molar excess of NaOH. Mustard was measured by
volume and no impurities were accounted for in the
stoichiometry. The solution was stirred overnight and
undissolved particulate material was allowed to settle prior
to decanting.
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For fermentation, this solution was diluted 1:1 in dH2O
and 3 g/L KH2 PO4 , 1 g/L (NH4 ) 2 SO4 , 0.1 g/L yeast extract and
10 ml/L Wolin Salts solution were added. pH was adjusted to
9.2 with a few drops of H2 SO4 . Assuming pure mustard and
complete hydrolysis, the thiodiglycol concentration was 50
mM. This medium was filter-sterilized and added to a sterile
1.25 L fermentation vessel on a New Brunswick BioFlo III
fermentor. 100 ml of a midlog culture of SH42 growing on
thiodiglycol as sole carbon source was added as seed culture.
Fermentation was conducted at pH 9.2 at 300 C with constant
aeration. Change in the concentration of thiodiglycol and
possible appearance of metabolites in the medium was
monitored by 1 3 C NMR at various times during growth. Results
are shown in figure 5. During the log phase of growth,
mustard consumption was approximately 50 ul/hr/L of culture.

1.500-_1 100

1.200 0 O0

ý 170

0.900- 60 % TDG
0.D. 595 -0Remaining

50..
0.600 .0

" 30
0.300-00- 02

10

0 24 48 72 98 120 144 168 192 210

Hours of Growth

Figure 5. Growth of SH42 on hydrolyzed mustard and 13C NMR
analysis.

13C NXR Results from fermentation study. The NaOH
hydrolysis step yielded a relatively pure thiodiglycol
product. There are several minor impurity peaks at 33 ppm, 34
ppm, and 72 ppm. Approximately 774 of the thiodiglycol was
consumed during the fermentation. An apparent minor
degradation product peak also developed around 39.5 ppm.
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Figure 6. 1 3 C NMR results from fermentation study.

CONCLUSIONS

In summary, these are the first data to show that mustard can
be alkaline hydrolyzed and biodegradPt; utilizuI as the sole
source of carbon by two different strains of bacteria. NMR
analysis of the resulting cultures shows, in the case of
SH18, approximately 16% of the original carbon from mustard
remaining in the form of thiodiglycol sulfoxide. In the case
of SH42, a maximum of only 3% of the original carbon from
mustard remains in the form of (primarily) thiodiglycol,
thiodiglycol sulfoxide and small amounts of several possible
ether or thioether compounds.

Two different microtoxicological tests detected no
toxicity from either culture. The tests show that hydrolysis
alone will detoxify the aqueous mustard solutions
(microtoxicology results from sterile controls). However, it
is an important practical consideration that although
thiodiglycol is essentially nontoxic, it is also a mustard
precursor (chlorination yields mustard) (9). This is the
rationale for U.S. export controls on thiodiglycol.
Therefore, hydrolysis alone will not convert mustard to an
acceptable product for disposal.
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Munitions-grade mustard from the U.S. chemical stockpile
was also degraded by SH42 in a one liter fermentation. The
rate of degradation during the logarithmic growth phase was
approximately 50 ul/hour/liter of culture. Refinements of
the growth conditions would be expected to yield significant
improvements in this figure. Even at this level, the
degradation rate is in the range required to be able to
degrade the entire APG stockpile in approximately three to
four years (the time required would depend on the final
degradation rate achieved and the total fermentation
capacity).

Proposed fermentation facility. The possible
configuration of a mustard demilitarization facility
(partial) based on the chemical/biological technology
described in this paper is shown in Figure 7. A relatively
small agent containment facility would be the site for the
removal of the mustard from the bulk container and its
hydrolysis to thiodiglycol. It is estimated that each ton
container of mustard would be diluted into 15-30,000 L of
alkaline water. Once complete hydrolysis is confirmed, the
thiodiglycol would be pumped to a holding tank within the
fermentation facility. At this point, the pH of the solution
would be adjusted to the optimum for growth of the
microorganisms and any trace nutrients added. This solution
would be fed into the fermentors in a continuous or
sequential manner. It is anticipated that the fermentation
plant will have 4-8 fermentors running at any one time and at
different stages in the process. Upon the completion of the
mineralization process, the bulk of the culture would be
harvested by separation of the biomass and removal of salts
and other soluble materials by ultrafiltration/reverse
osmosis. If appropriate, 1-2,000 L of culture would remain in
the fermentor to act as the inoculum for the next
fermentation run. The bulk of the water used in this process
would be recycled, thus greatly reducing the potential impact
on waste water treatment facilities. Although an exact cost
for this process is difficult to determine at this time, a
rough estimate based on conventional fermentation facilities
is as follows:
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Capitol Equipment $25,000,000
(fermentors, tanks, pumps,
purification equipment, etc.)

Building 5,000,000

Operating Expenses (4 years) 20,000,000
(salaries, materials/supplies,
utilities)

TOTAL $50,000,000

Once the facility has been completed (2-3 years), the
actual demilitarization process would take 3-4 years.

(Agent Cont nr nt F Jlr AntC-frf r

demilitarization

68rntrol

Fydrae I.Prpse femntMo Onilty orutr
demiltriation.
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directly injected into a Hewlett-Packard 5840A gas
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the stationary phase. Injection port temperature was set at
2300 C while detector temperature was set at 2400 C. Oven
temperature was programed between 600 C and 2300 C at a rate
of 300 C/minute. The final temperature was held for 15
minutes prior to integration. Helium flowing at 90 ml/min
was used as carrier gas. Detector gases were hydrogen, air
and oxygen flowing at 220, 110 and 60 ml/min respectively.
Slope sensitivity was set at 0.04 while chart speed was set
at 0.5 cm/min.

12. NMR analysis was accordin7 to the following procedure:
Samples were monitored using 3C NMR spectroscopy. The
spectra were recorded using a Varian VXR-400S Superconducting
FTNMR System operating at 100 MHz for 1 3 C. In all cases,
spectra were obtained at a probe temperature of 21 0 C in an
unlocked mode. Tetramethylsilane (TMS) in chloroform was
used as the external standard. For each sample analyzed, 592-
1192. transients were acquired in absolute intensity mode. The
number of transients was dependent on the signal-to-noise
required or desired. The spectra were obtained using a pulse
width of 8.8 usec (570), a sweep width of 25 KHz, an
acquisition time of 1.0 sec, and a pulse delay of 2.0 sec.
WALTZ decoupling was used for full proton decoupling.
Quantitative data were obtained by digital integration of the
peak areas.

A sterile control was run under identical conditions
prior to each sample analyzed. The area of the SCH2 resonance
(delta 32.5) in the sample was divided by the area of the
SCH2 resonance in the control sample to obtain a value for
the amount of thiodiglycol consumed. Similarly, the area of
the OCH 2 resonance (delta 59.5) in the sample was divided by
the area of the OCH2 resonance in the control sample. The two
values were averaged to obtain the percentage of thiodiglycol
consumed at time, t. GC-mass spectroscopy was used for
confirmation of NMR results.

13. We thank William T. Beaudry, Linda L. Szafraniec (CRDEC
Chemical Division) and Adam N. Stroup (CRDEC Biotechnology
Division) for 1 3 C NMR analysis of many samples, Jude J.
Height (CRDEC Analytical Division) for assistance with the
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Chakrabarty (University of Illinois, Chicago) for advice on
the project.
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.
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Introduction

The Structural Mechanics Division, Structures Laboratory, U.S. Army
Engineer Waterways Experiment Station (WES), has been conducting research,
sponsored by the Office, Chief of Engineers, to develop improved techniques
and weapons effects criteria for the rapid emplacement of protective
structures and fighting positions for ground-based forces. The goal of the
research program is to increase the battlefield survivability of personnel,
weapon systems, and equipment from the effects of conventional and saboteur
weapons using materials and construction techniques compatible with
existing and future logistics systems. The improved techniques and
criteria are then used for the modification or design of more survivable
protective structures or fighting positions.

One aspect of the design or modification of protective positions is to
evaluate the vulnerability of the current positions to a particular threat
and quantify the effects of modifications or redesign. In the past, the
only way to make this type of determination was to construct the positions
and conduct repetitive weapons effects tests. In a time of rising
construction and test costs and ready availability of personal computers,
it has become much more cost effective to begin evaluating a position's
vulnerability and subsequent increases in survivability due to
modifications and redesign using computerized probabilistic methods.

I
A computer code, Computer-Based Resistance Analysis (COBRA) , was

developed at WES for use as a tool to use in the design and modification of
protective positions. The code evaluates the probabilistic vulnerability
of protective structures, fighting positions, some equipment, and personnel
to the effects of indirect fire weapons. Modifications have been made to
the code to increase the type of material properties and weapon threats
that can be modeled in the code. This is not a difficult procedure since
the code was written in modular form; therefore, modifications for the code
occur as new problems are encountered. Using the computer code, it is
possible to identify areas of the protective positions that are the most
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vulnerable to the selected threat and direct the redesign or modification
of the position in that area. It also allows an evaluation of the
survivability gained by providing additional protective measures to
positions. This type of evaluation may show that in some cases the
increase in survivability is not proportional to the increased manpower and
monetary resources, which must be spent for an additional level of
protection. This paper will describe the procedure used to evaluate
vulnerability of a protective structure and fighting positions and show the
increase in survivability for a Tactical Operations Center when additional
protective measures are employed.

Vulnerability Analysis

The vulnerability analysis of protective positions evaluated using
computerized probabilistic methods depends on the correct simulation of the
target geometry, failure criteria, and attack scenario. WES participated
in a live-fire artillery field exercise where it was possI.ble to evaluate
the vulnerability of a sand-grid command post bunker and several dragon
fighting positions. The target descriptions, failure criteria, and attack
scenario for this exercise were simulated using the COBRA code.

The COBRA code represents protective positions as a combination of
critical and noncritical components, which define the structures,
personnel, and equipment that are relevant to the vulnerability analysis.
It is possible to model all components of the protective position in great
detail; however, components that are not critical to the function of the
position are often crudely modeled. The crudely modeled components often
represent elements of the position that provide shielding to critical
elements. Each component of the target is dssigne2 a component number and
is defined in space as a series of adjacent triangles that have vertices in
x, y, and z coordinates. The target description process can be simplified
by using component-generating programs that prepare the required triangular
description data for simple shapes.

The dragon fighting positions were modiled based on a description in
the U.S. Army Engineer Survivability Manual . The overall dimensions of
the modeled dragon position were 18 ft long and 10 ft wide. The major
components of the position consisted of a trench, side berm3, timber roof,
overhead soil cover, and two men. The position consisted of 4 in. by 4 in.
timbers spanning the trench and providing support for the overhead soil
cover. The width of the overhead cover was 4 ft, the height 1.5 ft, and
the length 10 ft. The berms were positioned on each end of the 14-ft-long
trench and were 10 ft long, 2 ft wide, and 1.5 ft high. In the live-fire
exercise, three dragon positions were constructed. It is important to note
that the different dragon positions in the test varied in construction
details from position to position and in each iteration of the test so that
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Figure 1. Dragon position constructed for a live-fire field exercise.

the modeled position will not truly represent the test positions. It
should, however, be possible to make a general comparison of model

predictions and test results. One of the dragon positions is shown in
Figure 1. One of the men was modeled standing to the side of the overhead
cover and was approximately 6 ft tall. The other man was sitting under the
overhead cover and had a height of 3.5 ft. Figure 2 shows the components
of the dragon position.

The vulnerability analysis requires that the failure criteria for a
position be defined in terms of its components. This is accomplished by
assigning each component material properties and damage mechanisms. The
relationships of the individual component vulnerabilities to the
vulnerability of the entire position are defined in the system definition
using Boolean logic. The critical components that make up the position are
grouped according to function into critical subsystems. The subsystems can
then be grouped to form systems essential for the function of the position.
Using subsystem and system definitions in the failure criteria make it
possible to identify the areas of the position receiving the most damage
and allow a quantification of the increases when the position has been
redesigned or modified in some way. The components designated as being
critical to the dragon position were the men, overhead soil cover, roof,
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Figure 2. Dragon position model for COBRA vulnerability analysis.

and the berms. Subsystems were set up to define the damage to the berms,
overhead soil cover, and roof. These components were not designated as
critical; however, they were essential to the vulnerability analysis. If
the amount of damage to these components is known, it may be possible to
design positions that would provide better protection. The vulnerability
of the position would then be defined by the probability of the men in the
position being incapacitated.

A sand-grid command post bunker was also modeled for the live-fire
exercise. Sand-grid is a polyethylene plastic honeycomb grid material that
is shipped collapsed and can then be expanded and filled with dirt to
construct revetments or load-bearing walls. The bunker was constructed
from two load-bearing, sand-grid walls supporting a timber roof covered by
1.5 ft of soil cover. Another sand-grid wall was placed approximately
5 ft from the ends of both the load-bearing walls. This provided access to
the bunker from each end on both sides and still provided excellent
fragmentation protection. A typical sand-grid command post bunker is shown
in Figure 3. The bunker walls were 20 ft long, 6.5 ft high, and 3 ft wide.
In order to locate localized damage to the sand-grid walls, they were
modeled in 5-ft-long sections. The timber roof was 20 ft long and 12 ft
wide, and soil cover with a height of 1.5 ft was modeled. The bunker was
modeled with two men inside.
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Figure 3. Sand-grid command post bunker.

The failure criteria for the sand-grid bunker were based on the
protection provided to the two men in the bunker. It was also important to
determine the damage to the load-bearing, sand-grid walls supporting the
roof and to determine if the end walls were going to be damaged to the
point that they no longer provided fragmentation protection. The walls in
the field test were constructed with locally available fill dirt, and the
modeled walls were assigned material properties for similar soil. Previous
experiments have shown that it is possible for a section of the load-
bearing wall to be significantly damaged, and the remaining sections of the
wall will continue to support the bunker roof and soil cover. In the
failure criteria for the bunker, it was assumed that 5 ft sections of the
load-bearing walls were redundant support elements. An expression was also
written to determine the amount of damage to the bunker roof and overhead
soil cover. Figure 4 shows the components of the sand-grid command post
bunker.

After the target description has been defined and the failure criteria
established, it is necessary to define the attack scenario. The attack
scenario is defined by projectile parameters including fuzing, nose shape
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Figure 4. Components of sand-grid bunker.

factor, explosive weight, and fragment descriptions and distribution data.
Additional parameters describing the attack scenario are the weapon system
errors such as precision, target location, and mean point of impact. The
aim points are input as a single point or multiple points. It is also
necessary to describe the incoming azimuth of the projectiles, the angle of
fall, impact velocity, and the number of rounds in an attack. The number
of attacks is input to specify the number of times the scenario will be run
to get a probabilistic determination of the position vulnerability.

The attack simulation begins by calculating the path of the projectile
to the target. The code uses the aim point coordinates and the weapon
system errors to calculate the impact points which are normally distributed
inside the weapons error ellipse. The projectile is delivered to the burst
point along an entry path with a specified azimuth and incoming angle. It
is traced in short increments from the edge of a user specified target hit-
miqs box along the entry path until it encounters a component or completely
misses the target. The fuzing condition of the projectile determines which
calculations are conducted when the projectile encounters a component.
Projectiles that have contact fuzing are detonated at the point where the
projectile encounters the component. Proximity-fuzed projectiles are
detonated at the proximity distance from the point where the component is
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encountered. Delay-fuzed projectiles are assumed to operate only in soil
or in air after encountering soil.

After the location of the burst point has been determined, it is
necessary to determine which components are affected by the projectile
detonation. This is accomplished by generating rays that project from the
burst point in a spherical pattern. The program calculates the
intersection of the ray with each component it encounters. The program can
then subject the nearest components to the blast and fragmentation
associated with the projectile detonation. If the components nearest the
detonation are defeated, the blast and fragmentation effects are then
applied to the next component on the ray.

Blast propagation models for air and soil are used to determine the
loading on various structural elements. The most commonly used methods for
calculating the blast damage to components are to treat them as materials
that deform elastically or with tabular data compiled for damage to
concrete components. If a component cannot be evaluated by either of these
means,.it is possible to enter a vulnerability equation directly in the
input file. The damage to the components is calculated with regard to the
possible blast and fragmentation damage from previous rounds. The
cumulative damage to the structural components from the effects of blast is
represented by the cumulative probability of kill for the component.

The potential for damage from fragmentation to the components of the
target is determined by assuming that fragments travel along the rays from
the burst point to the components on the ray. The nose band of fragments
which the ray passes through determines the fragment weight and velocity
pairs that will be used in the damage calculations for the components on
that ray. The fragment data input to the program is typically determined
from static tests; therefore, the program adjusts the input fragment
velocity and direction to reflect the projectile velocity and direction.
If the distance that the fragments must travel along the ray before
intersection with the first component is greater than 2 ft, the velocity of
the fragment is adjusted for the effects of air drag. Once the fragment
traveling on the ray intersects with a component, it is necessary to
calculate the depth of penetration and determine if the fragment perforated
the component. Fragments that perforate a component continue to travel
along the ray with a reduced velocity until intersection with the next
component. Fragment damage is evaluated using one of three different
methods. The first method is the volume method where the probability of
failure of a component corresponds to the amount of cumulative volume that
has been removed from the component. The second method is the use of
91gebraic equations to determine a probability of kill based on the
fragment weight and velocity. The third method is the use of fragment
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velocity versus probability of kill curves that are entered for the
component type at each fragment weight.

After all the damage calculations have been completed, the program
compiles the probability of kill statistics for the subsystems and systems
in the vulnerability criteria for the position. The process of calculating
burst points and the associated blast and fragmentation damage is repeated
until the specified number of projectiles have been examined or the defined
system vulnerability reaches a cumulative probability of kill of 1.0, which
signifies the completion of one sortie against the target. To obtain a
statistically significant measure of the vulnerability of the position, it
is necessary for the program to rebuild the position to its original
undamaged configuration and repeat the sortie until the value for the
vulnerability of the position falls within a specified confidence interval.

The results of the vulnerability analysis for the dragon positions and
the sand-grid command post bunker were compared to the results of a live-
fire artillery exercise. The results of the vulnerability analysis showed
that the sand-grid bunker should provide excellent protection for personnel
from the blast and fragmentation effects of near-miss artillery rounds.
These rounds caused no significant damage to the load-bearing walls, the
bunker roof, or the end walls of the bunker. The vulnerability analysis
did, however, show that the personnel inside the bunker may be injured if
there was a direct hit on the bunker roof or the end walls of the bunker.
The results of the live-fire exercise confirmed these predictions and
showed that the bunker was capable of continuing to provide protection to
personnel against subsequent rounds after a direct hit on one of the end
walls of the bunker.

The vulnerability analysis of the dragon positions quantified the
predicted damage to the position itself and the personnel within. It was
possible to compare the predicted damage to the overhead cover and berms to
the actual results of the live-fire exercise. The U.S. Army Engineer
School evaluated structural damage to the three dragon positions and
quantified the results by determining the maximum half-buried TNT charge
that the overhead cover could withstand. The results were reported as a
percent reduction in strength of the overhead cover. It was determined
that an average reduction in strength for the overhead cover was
approximately 38 percent. The reduction in strength of the overhead cover
predicted from the vulnerability analysis was 40 percent. The reduction in
size of the berms for the dragon positions in the actual test was not
quantitatively measured. After the test WES approximated the reduction in
size of the berms using descriptions of the berms from the Engineer School
and photographs of the positions. The estimated value for reduction in
size of the berms was an average of 23 percent. The average predicted
value of reduction in size for the berms was 35 percent. The comparison of

78



HAYES, HUFF

the predicted and the actual reduction in strength of the overhead cover
shows very good agreement. There is not as good an agreement between
predicted and actual results for the reduction in size of the berms. It is
believed, however, that the agreement is satisfactory because no
quantitative measurements were actually made of the berms after the test
and that the range of assessed values encompassed the predicted value. A
comparison of the predicted probability of kill for the personnel in the
positions calculated using known impact points showed good agreement with
the test results.

Protective Measures for Increased Survivability

The vulnerability analysis of protective positions can be determined
using the COBRA code; however, the main advantage of the computer code as a
design tool is the ability to quantify the increases in survivability to
positions as additional levels of protection are employed. An example of
this can be shown by determining the vulnerability of a Mobile Tactical
Operations Center (TOC) with varying levels of protection.

The TOC consisted of four M577 command post carriers with extensions.
The unprotected position consisted of the command post carriers placed in a
cross configuration with each vehicle backed into one leg of the cross. In
this position the command post carriers had little protection from the
blast and fragmentation of near-miss artillery rounds. To provide the TOC
with more protection from an artillery attack, the vehicles were placed in
trenches using the same configuration. Each perpendicular trench was
94 ft long and 12 ft wide. Soil berms were placed around the edges of the
trenches to provide additional protection. This position was designed to
provide protection to the vehicles and personnel from the near-miss
artillery rounds. The next level of protection for the TOC was to provide
a roof structure with a 48-in. overhead soll cover to the dug-in position.
This provided additional protection to the working area between the
vehicles. Both the dug-in and the overhead cover positions are shown in
Figure 5. The vulnerability criteria for the position stated that at least
two of the M577's should be operational and have a crew of at least three
people. The criteria for killing the M577 was a direct-hit artillery
round.

The analysis for this position was used -o determine the'decrease in
survivability as more manpower and resources were spent for additional
levels of protection. The vulnerability of the unprotected TOC was
determined to be 60 percent. When additional time and resources were spent
to construct the dug-in position the vulnerability of the position dropped
to 41 percent. The additional resources spent to then construct the
overhead cover on the dug-in position further decreased the probability of
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kill for the position to 19 percent. A-plot of the vulnerability of the
TOC is shown in Figure 6. The vulnerability analysis has shown that there
is approximately a 20-percent increase in survivability when the position
is dug-in and another 20-percent increase when overhead cover is employed.
This measure of increase in survivability makes it possible to determine
how much protection should be implemented in relation to the resources
available.

Vulnerability to Direct Hit

Number of Rounds

Figure 6. Vulnerability analysis for the TOG.

Conclusions

Using the COBRA code for vulnerability analysis of protective

positions has significant advantages over a total test and evaluation type
analysis. The probabilistic methods for vulnerability analysis allow
several different designs to be evaluated before actual field evaluation
begins. It also shows which components of the position are causing the
failure and which components could possibly be redesigned or modified to
increase protection. The vulnerability analysis of the dragon positions
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quantified the reduction in strength of the overhead cover and reduction in
size of the berms, as well as predicting a probability of kill for the
personnel. The analysis of the command post bunker also showed that the
damage to bunker walls could be predicted along with the probability of
kill for the personnel. Good correlation was obtained in a comparison of
the data for both of these analyses and the results of the live-fire
artillery exercise.

The vulnerability analysis of the TOC shows the type of data that
could be available to a commander and his staff as he decides how to
delegate the resources at his disposal. The unprotected probability of
kill can be compared with the decreased probability of kill resulting from
committing resources to constructing additional protective measures. By
including operational factors with this data, the battlefield commander
will be provided with a model for optimizing his survivability resources.
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Introduction

The potential vulnerability of the individual combat soldier to
detection fram laser-induced luminescence was first identified to this
Conference 20 years ago1 . In the ensuing years, the Woodland
Battle Dress system of uniforms has been fielded to provide the individual
cambat soldier with improved camouflage protection. The electronics field
has changed dramatically, and what was possible then only with specialized
instrumentation can now be done much more simply and effectively. The
proliferation of lasers on the battlefield, in the form of target
designators, range finders and aiming lights, in combination with the
routine use of night vision devices, requires that the phenomena of
laser-induced luminescence of military materials be revisited.

When light impinges upon a material, it can be transmitted, reflected,
or absorbed. If light is absorbed, the incident light may, in same cases,
cause light of a longer wavelength to be emitted fram the material. This
emitted light is called luminescence, a radiative transition caused by the
absorption of radiation. Figure 1 depicts a Jablonski energy level
diagramF' 3 illustrating the various photophysical processes that
a molecule can undergo following excitation.

When radiation of the required frequency is absorbed by a molecule
capable of luminescence, an electron is excited to a higher energy level.
When the electron returns to its ground state, the energy emitted can be
separated f rm the lipht reflected by the excitation source with the
proper use of filters . Both the absorption, or excitation, and
emission phencmena occur over a range of wavelengths known as the
excitation and emission regions.

When lasers are used on the battlefield, they may induce luminescence
of natural and man-made materials that can be observed during periods of
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darkness with a night vision device or during the day with other
detectors. If the laser light causes strong luminescence of a target that
differs from that of the background, the signal may be exploited as a
means of detection and identification. Previous work-5 ' 6 " has shown
that luminescSence can be detected at distances of up to several
kilcueters.

One of the methods used in the original work for detecting the
luminescence of military materials was to utilize a starlight scope as the
detector. Figure 2 shows the typical spectral response of the starlight
scope available in the 1970s 8 '9 . Image intensification technology
has progressed since then, and the sensitivities of typical second (GEN
II+) and third generation (GEN III) scopes available now are also shown in
Figure 2 (personnel cmuuunication with C. Hollish, Litton System, Inc., 2
January 1992). Using third generation devices, detection ranges can be
increased over those possible with second generation devices, or the
devices can be operated at lower ambient light levels using the same
detection range.

Figure 3 shcos the response curves of the two scopes plotted with the
emission observed from a typical uniform fabric illuminated with a xenon
light source set for excitation at 467.1 nm (Natick Technical Report in
preparation, L. Hepfinger). (Similar emission results are seen when the
excitation source is a helium-neon (632.8 nm) laser.) The spectral range
of luminescence excited in the fabric overlaps quite nicely with the
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spectral response range of the third generation night vision device.

A study was undertaken to characterize the wavelengths of excitation,
reflection and emission for typical fielded and experimental materials
currently used for camouflaged clothing, individual equipment and
tentage. The materials investigated are listed in Table 1, and were all
new, unwashed samples. These materials were used to determine which item
are most susceptible to detection by laser-induced luminescence and
therefore require the reduction or elimination of a signature which has
potential for exploitation by an adversary. There is presently no means
of differentiating a friend from foe using laser-induced luminescence,
since both are expected to exhibit same signature. Hcowver, it is in the
Army's best interest to reduce the signature created by this phenamena.

Experimental

An SUM Aminco 8000C spectrophotcxeter was used to determine the
emission spectra of the materials shown in Table 1. The samples were
excited with a xenon light source set at three different wavelengths,
362.4 rum, 467.1 nm and 529.2 rm. These wavelengths were chosen because of
their fairly strong xenon emissions, and they allowed the entire spectral
range of interest, 400 to 900 nm, to be scanned for emittance.
Reflectance spectra fram 400 to 900 nm were obtained using a HunterLab
UltraScan Spectrocolorimeter.

Results and Discussion

The Woodland-patterned materials were divided into four groups based
on their fiber content, as shown in Table 2. The materials colored for a
desert envirorment are considered separately. All of the materials could
be caused to luminesce using 467.1 nm excitation, so only those results
are discussed. Figure 4 shows the spectra typical of Light Green 354
emission on Types I, II and III. Emission on Type I is much stronger than
the other two and is plotted against the axis on the right.

Table 2. Woodland-Patterned Materials Grouped by Fiber Content

Type Material Sample ID

I Nylon/cotton blends 1,4,7,11

II 100% Nylon 5,8,9,10,14

III 100% Cotton 2,6

IV Aramid 12,13
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Emission spectra variation with different fiber types and blends is
not unexpected. Different classes of dyes must be used on different
fibers to produce similar colors, due to the nature of the dye-fabric
interactions. The fabric used in the Type I materials is a 50/50 blend of
nylon and cotton, and the contribution to the luminescence of the two
different classes of dyes used to print the two different fibers in the
fabric can be seen. In the Type I materials, Light Green 354 is expected
to luminesce the most, since this is usually the ground shade of the
fabric. The ground shade for these materials is generally dyed first to
be a close match to Light Green 354, and then the remaining colors of the
pattern are printed over the Light Green 354. One of the dyes commonly
used to match the ground shade in fabrics containing nylon is Acid Blue
25810, which luminesces in the same range as chlorophyll. When
the remaining three colors of the pattern are printed, this luminescence
is diminished for Dark Green 355, Brown 356 and Black 357.

In the Type IV materials, the luminescence observed was weak in
ccumparison to Types I, II and III. Figure 5 shows the strongest Type IV
emission. In these materials, the Dark Green 355 was found to luminesce
the strongest. These fabrics are difficult to print and require a
specialized printing process to provide camouflage protection, so it is
not unexpected to see a change in the luminescence pattern for these
materials.

Figure 6 illustrates the typical reflectance curves seen for the
Woodland-patterned materials. The sharp rise in reflectance between
650 nm and 700 nm imitates the spectrum of chlorophyll and provides
broadband camouflage protection. Figure 7 shows the reflectance of Light
Green 354 plotted with its emission.

Figures 8 and 9 show the emission spectra for the two desert-colored
materials. Sample #3 is luminescing fairly strongly from 500 - 700 rnm,
and Sample #15 is showing same weak luminescence between 600 and 700 nm.

Luminescence excited in the Type I materials, sample 3 and chlorophyll
was easily seen in an indoor, simulated woodland environment at a distance
of 40 feet, using a 0.95 AW helium neon laser and a third generation night
vision device filtered to remove reflection by the laser. Emission fram
the other Woodland materials, except for Type IV, could also be discerned.

Conclusions

All of the samples tested did exhibit luminescence in a range that can
be detected with night vision devices when excited at 467.1 rm. A desert
environment without foliage would make Sample #3 more susceptible to
detection than an area with same vegetation. Dyestuffs need to be chosen
that either completely quench the fabric's luminescence or cause
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luminescence that more closely matches the intensity and spectral range of
that of chlorophyll, without adversely affecting the near-infrared
camouflage protection provided by the fabric. Additional materials,
including foreign uniform materials, need to be included in follow-on
work. Laser-induced luminescence can be converted to an advantage, since
it has potential *for use as a means of identifying friendly forces. This
concept will be investigated further.
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An Approach to Mitigating Atmospheric Effects
on Image-Based Pattern Recognition by Neural Networks

Dr. Donald W. Hoock Jr.
U. S. Army Atmospheric Sciences Laboratory

White Sands Missile Range, NM 88002-5501

Automated classification of man-made objects on the battlefield is an
important military application of pattern recognition. Ideal performance
under laboratory conditions can be degraded under field conditions,
however, by weather, terrain, illumination and both natural and man-made
countermeasures such as smoke, dust, chaff and camouflage. This paper
presents research results for a technique developed by the U. S. Army
Atmospheric Sciences Laboratory, Atmospheric Mitigation and Exploitation
Division, to reduce the impact of propagation losses and battlefield smoke
and dust obscuration on classifier performance. While developed primarily
to mitigate effects of low target contrast conditions, the approach should
also have a wider application to reducing the effects of terrain clutter
and target camouflage countermeasures.

The following sections describe the method mainly as it applies to
image-based target classification using feed-forward, single-layer and
multi-layer neural networks trained through back propagation. Originally
the goal of the research was to assess or predict classifier performance
changes as a function of target contrast losses through the battlefield
atmosphere. However, this research led naturally to examining classifier
designs for which the impact of propagation losses would be minimized. The
result is a novel training strategy in which the classifier is not only
designed to recognize whether a target belongs to a predetermined class,
but also to actively "ignore" the impact of other undesirable patterns,
including obscurants, in the process. The mitigation technique is first
described qualitatively. A theoretical justification is then given for the
approach based on the combined response of each output neuron in a single
neural network processing layer to both a target and an obscurant cloud.
Finally, recent successful tests of the technique based on actual field
measurements are presented for a truck partially obscured by both black
absorptive smoke and white reflective smoke at obscuration transmissions as
low as 20%.
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As one part of the testing, the classifier was subjected to the effect
of terrain clutter surrounding the target as well as to smoke covering the
scene. Improved performance in these cases suggests a wider range of
application of the technique, including improved discrimination against
terrain clutter and camouflage patterns using the mitigation strategy. A
concluding section summarizes the research and its benefits.

2. BACKGROUND: STATISTICAL PATTERN CLASSIFICATION

A generic statistical or matched-filter classifier employs a numerical
algorithm. It acts on a stream of input data to produce an output value in
each of several predefined object "classes" (for example, wheeled vehicle,
tracked vehicle, fixed wing aircraft, etc.). The inputs are generally one
or more types of data including: image radiance sampled across a scene; a
range map across an image; a spatial data transform; a selection of
computed image features; or processed spectra. The classifier output in
each class spans the extremes of "the object definitely belongs to this
class" (which we will arbitrarily assign a numerical value of one) to "the
object definitely does not belong to this class" (which we will arbitrarily
assign a value of zero). A smooth (perhaps non-linear) change between
these extremes of zero and one permits the classifier to be trained and to
cope somewhat with small perturbations such as noisy input data, small
misregistration errors, moderate Image blur, and other factors.

The classifier produces its outputs by forming weighted (perhaps non-
linear) combinations of the input data. Different weights are determined
for each output class through a "training phase". During training the
classifier weights are adjusted to converge on the correct answer (a one or
zero) in each output class and over a robust set of input examples of the
objects or data sets representative of the classes.

When presented with a novel test image or input data set that was not
part of the training set, the classifier will generally respond with values
that are neither precisely one in the correct class nor zero in the other
classes. A decision space is therefore defined to aid in assigning the
object to its proper class. One simple representation of the decision
space is shown in the figures later in this paper. There the output in the
correct class is plotted along the horizontal axis, and the largest output
from all the other classes is plotted on the vertical axis. In this two
dimensional plot the classifier performs well if the output data lie in the
lower right corner of the plot. If the output data lie in the upper left
corner of the plot then there is high probability of misclassification.
Outputs that lie in the region of the diagonal from the lower left corner
to the upper right corner of the plot represent objects that either: do not
fall into any of the predefined classes; contain a mixture of dominant
features spread over more than one class; or simply represent such a poor
match or such noisy data that no attempt should be made at classification.

96



HOOCK

3. A OUALITATIVE DESCRIPTION OF A MITIGATION APPROACH

This last situation is precisely what occurs when a target object that
would otherwise be well-classified is now partially obscured by screening
smoke, dust, chaff or similar countermeasures. A simple, but adequate,
model describing the process of obscuration of a target object of image L4
to produce a partially obscured image - is given by:

LO = TLt + (1-T) L, (1)

where T is the propagation transmittance, L. is the image of a totally
obscuring cloud, and L. is the resulting image that is now available for
input to the classifier.

The transmittance T ranges from one (totally clear conditions) to zero
(totally obscured conditions). It thus acts to interpolate L. between a
totally unobscured target It and a totally obscuring cloud L,. Actually I.
itself has a relatively weak dependence on T for obscurant transmittances
above 0.05. At transmittances below 0.05 an object's remaining contrast is
usually so low that there is little practical chance for object
classification. (An exception could be a target with very intense "hot
spots" which could still show through the obscurant even if 95% of its
energy is removed). The magnitude of L. which is technically known as the
"limiting path radiance", does significantly depend on the scattering,
emission and absorption properties of the obscurant as well as on the state
of natural or man-made illumination energy at the wavelength of interest.

The transmittance T can also vary over the scene. Under certain
conditions T can be quite uniform (for example, haze; large area obscuring
clouds; long paths through rain, fog or water vapor; etc.). Under other
conditions both T and L. can be quite variable (for example, turbulent
diffusion within obscurant plumes; foreground thermal clutter; etc.). The
statistics for T and L. in smooth and structured aerosol clouds have been
investigated and reported elsewhere 1'2, 3 .

Although arguably not as well founded in theory as for obscuration
processes, Eq. 1 could also be viewed as the simplest model to introduce
parametrically the increasing effects of camouflage patterns, terrain
clutter, and additive noise L, into clear target images, feature sets or
spectral inputs L4. In analogy with Eq. 1, 7 and (l-T) are then the
fractional mixtures of pristine object data L4 and countermeasure pattern
L1 respectively. This latter pattern could be, for example, a camouflage
scheme, a terrain texture, a spectral interferant, noise, etc.

One can consider strengths and weaknesses of different approaches to
nitigating the degrading effects of L. and classifying the input L., as an
object belonging to class Lt. Three such approaches are:
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a. The classifier output could be corrected "after the fact". The
effect of T and L, on classifier outputs can be computed once the
classifier is trained. Corrections could thus be made based on prevailing
conditions in the field. The weakness of this approach is that it requires
that T and L. be measured or modeled in the field and then applied to
classifier outputs. Its strength is that it can be applied to an existing
classifier already designed and trained on pristine target object data.

b. The classifier could be trained on a wider set of input data
including some for the target objects partially degraded by T and L.
levels. Perhaps a few different sets of weights could be generated for
very different degradation conditions. The bqst or appropriate set would
later be selected in the field as needed, based on the current or expected
environment. The major weakness of this approach is that it dilutes the
power of the classifier. It will be looking to classify a "target in
smoke" or "a target in rain" rather than concentrating on its primary
purpose: to classify the target itself. The strength of the method is that
mitigation measures can be taken before going to the field.

c. The classifier could be trained to recognize the path radiance L,
(or equivalent contaminating pattern) as one or more separate new classes
to be discriminated from the target objects by the classifier itself.
However, since one wants the classifier to "ignore" rather than "recognize"
the presence of the countermeasure, the training scheme must be modified.
As shown in the next section, the classifier can be trained to output an
intermediate value (for example, one-half) in the target classes when shown
pure images or data sets of L. with no target present. Thus, outputs in
the target object classes are trained to neither be biased toward nor away
from classifying the target object when both L. and Lt are present in the
input data L0 . This method has the disadvantages of increasing the number
of weights stored in the classifier and requiring longer training
computation. However, its strength is that nothing additional needs to be
measured or adjusted in the field. Only data for the pristine target
objects L4 need be collected for the training sets. (The latter can be an
important consideration since most existing training data sets are taken at
short ranges in chambers or under clear conditions).

We believe the last of these approaches is the most logical. The
following section shows the theoretical basis for this training strategy.

4. THEORY BEHIND TRAINING ON OBSCURANTS AS A SEPARATE CLASS

Figure 1 shows the layers of a generic multi-layer neural network
classifier. Inputs are image pixel intensities or other types of data as
discussed above. There are N inputs Xi(O), i- 1, 2, ... , N in layer p- 0.
A weight matrix Alj(p) and an additive constant factor 9J(p) linearly combine
neuron outputs from the previous (p-l) layer into a vector YJ(P) as given by
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Eq. 2. These are then transformed 2
by a nonlinear sigmoidal function ij $M Aij S(Y)
X3(p) - S[Y3(p)] given in Eq. 3. X1 QasY Cls I
(Different equations with a
similar effect of sigmoidal output X2 Class 2
behavior are sometimes used).
Sigmoidal output X3(P) varies Q Y Class M

varies between minus and plus X - Out
infinity. Internal layers, called |(CUSS)
"hidden" layers, usually range 0
from one to three in number. The a
number of neurons typically o Hidden
decreases by a factor of three to XNLAYe(5
five in each successive layer.
The final layer outputs M decision Inae
values, one for each of the M
classes to which the image might Figure 1. Generic Classifier as a
belong. Subsequent processing Multi-layer Neural Network.
(not shown) applies a decision
algorithm to select the most
likely class for the object.

N(P•1)Y-1( P) . Xi (P-1) Ai (,P) + Oj (P) (2)

1 + e (3)

The network used in the examples of this paper inputs image pixel
intensities. Weights are initially given small random values. The well
known method of back propagation4. 5-6 is then used to iteratively modify the
weights as the network is shown training data sets in random order. Using
the traditional training strategy, Xj(p) in the output layer is trained
toward a value of one if the input image belongs to class j and to zero
otherwise. Training halts when all outputs are within a small error
(typically at most 1% or less) of their correct output class values.

Suppose a distribution Ti of transmittance values over pixels i is
redefined as a mean T and a small fluctuation fi about the mean:

T - 1+f 1 ) T (4)
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The response Y¥obac of a single layer network in output neuron j to the
obscuration process of Eq. I is (suppressing the layer variable p):

YJ obc = Ali Xik T, + ] Ali Li (1- Ti) + oj

= T(Z Ali X.k + 0 ) + (1-T) ( Ai, Lai + 0J) + I, (5)

= TYJk + (1-T) yjo + qj

where Lv is the path radiance limit for pixel i, Yjk is response to the
unobscured target object (clear training image Xlk) from class k, yj0 is the
response to the fully obscured image alone (no target), and qj is a
residual fluctuation term defined by:

J = T )Ai. (Xlkj-L., ) fi - e. (6)

From Eq. 3, define Si - S[Yj] and solve for the exponential term:

SSob.c = eYJOb&C

s obac(7)

= e - T YJk e 1 - T) YjO eqj

so that the sigmoidal output response S obac in terms of the combination of
responses to the clear object SJk and the obscuration alone Sj 0 is:

1+ 1 1 1 (1-T)

(s Jk S J0e

The residual fluctuation term qj will typically be small. This is
partly because fi is a relatively small fluctuation about zero. The sum
usually involves many ALJ when many target details contribute to the
classification. This will smooth out some of the fluctuations. Also, the
obscurant cloud is statistically independent of Xik (the clear target
object) since the cloud fluctuations are due to atmospheric turbulence
which is independent of the scene background. Since fi is related to the
transmittance, it will be relatively independent of the path radiance Li
as noted earlier. Finally, it is common to scale all training images to
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the same average intensity (in this case it would include the totally
obscured images) to prevent bias toward brightness rather than pattern as
the network performs its classification. Thus, the mean of Xik will
generally equal the mean of Li during training.

Equation 8 is the key to the mitigation strategy. We would like for
the response to the obscuration SjObsc to be as similar to that for the
unobscured object Sjk as possible. By inspection, if Sj° is trained to a
value very close to 1/2, then (1/S• 0 -1) - 1. This term, even when raised
to the (l-T) power, will still only multiply by a value close to one.
While the term (1/SJk -1), with SJk trained very close to one or zero, will
be affected by being raised to the T power, the sigmoidal output SJ"bsc will
still be relatively close to one or zero as long as T is not too small (say
above 0.2). Finally, we note that the residual obscuration fluctuation
term 9 will still contribute some noise to the output, but its effect
should typically be small for the various reasons cited above.

This training strategy is summarized in schematic form in Fig. 2.
Note that there would be no
benefit from this type of
strategy if one trained the I Tanks
neural net on object images oH 0 Trucks
that were already degraded 0 OHM
by examples of obscuration. 0 Miephem,
Then one could not separate
the response to the target Lif 0 Tanks

from the response to the 1-- ier I Tnruk@

obscurant. Note also that-0 OheWr

the training value of 1/2 in 0 Mawpher
the response of the target V2 Tuiks
classes to training images
of obscurant patterns means ChMbrL• V2 TrOks
that we are training the IAos
network to explicitly
"ignore" obscuration in the Figure 2. Atmospheric Mitigation Training
target classes rather than Strategy.
to "recognize" that the
scene contains both target
and obscurant. In fact, once trained, the output from the obscurant class
neuron is simply discarded when the classifier is presented with test
images. It is not used in the decision making process to assign the object
in the test image to the most probable class.

Analogous arguments are possible when the contaminating pattern is one
of camouflage or terrain clutter instead of obscuration. The only
requirements are: (1) It must be meaningful to have a range of values from
pristine (uncontaminated) state to a fully contaminated state; and (2) The
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patterns of the input training images in the class to be "ignored" must be
sufficiently different from the patterns of the objects to be "recognized"
so that the network training will converge.

During the early phases of this research, the method was tested on
synthetic images and synthetic obscuration conditions, including noise.
Both linear classifiers and neural networks were examined6 .7'8 . These
comparisons consistently show that incorporating a separate class for
obscuration improves performance over the traditional training strategy.
The next section presents results usirg real images and actual obscuration
examples from field measurements to test the technique.

5. A COMPARISON FOR EXAMPLES OF OBSCUED OBJECTS

The method was tested on experimentally measured, visible wavelength
band images of a truck at 1 km that was obscured by white fog oil screening
smoke and by black graphite smoke. (Tests on kaolin dust as the obscurant
yielded similar results). The experiment was designed as follows.

A single-layer, feed-forward neural net with 800 inputs (pixel
intensities) and a multi-layer, feed-forward neural net with 200 pixel
inputs, 80 neurons in the first hidden layer, and 20 neurons in the second
hidden layer were each trained using back propagation. Both classifiers
were tested on the same input images and were tested separately using both
the "tr2ditional" training technique (trained on clear target images only)
and the mitigation technique (including the "atmosphere" as a separate
class along with clear targets).

The networks were first trained on three classes of target images
(truck, tank, and aircraft). Results from this classifier were also
compared to those found by retraining the networks on four classes of
target images (truck, tank at two aspects, and aircraft). The networks
were also trained sepaxately on these target combinations plus an
additional class represented by synthetic images of "obscuration" which
contained patterns of slowly varying fluctuations across an otherwise
uniform modeled smoke, consistent with smoke obscuration statistics1 2 .
While actual smoke-obscured images were used in testing, actual smoke
images were not used to train the classifier. Training included no
information about whether the test smoke would be white or black. All
training images were scaled to the same mean brightness (including the
obscuration class) to prevent bias toward brightness rather than pattern
discrimination. Similarly, training targets had the same relative size.

The goal of the experiment was to determine performance changes only
as the level of obscuration at the test site was changed. No tests of
performance with changing target aspect or target range were performed.
Only the truck was used in testing.
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The test procedure consisted of taking clear air images of the truck
just before the obscurant was released. These clear images were used in
training so that illumination did not become a variable. Smoke was then
released in a plume approximately 20 to 30 m wide and 500 m in front of the
truck for a period of 10 minutes. Sixteen images each of the truck
obscured by white smoke and the truck obscured by black smoke were selected
from the test imagery. These test images were chosen so that the average
transmittance to the truck was reduced to the range of 20 to 70%, as
determined from contrast measurements on objects near the truck and by
transmissometer measurements several meters downwind. Fluctuations in
obscuration over the target were present in many of the test images.

A rectangular region around the truck was cut from each image and
sampled at fixed gain on a gray scale of 0 to 255 as a 40 horizontal pixel
by 20 vertical pixel array for input to the single-layer network and again
as a 20 pixel by 10 pixel array for input to the multi-layer network. The
truck was registered by hand into the center of the image with an estimated
error of less than ± 1 pixel, although boundaries of the truck became
difficult to see near the lower transmittance levels. (Registration error
of up to 3 pixels was the major contributor to the somewhat noisier
performance shown in the original report of these results6 .)

Figure 3 shows the digitized image of the truck before reduction to 40
by 20 and 20 by 10 pixel images for input to the classifier. Note that the
slight 1 km long slant path introduces desert scrub background all around
the truck. Figure 4 is a still camera close-up of the truck seen at ground
level to help the reader find the target in Fig. 3.

Figure 3. Digital Image of the Truck Figure 4. Ground-Level Close-up
Target over the Slant Path. of the Truck.

Performance comparisons were made for the two extremes of a perfectly
segmented target and a completely unsegmented target. In the former case,
omly those pixels actually belonging to the target were used by applying
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the same mask of target pixels in both training and testing. Any pixels in
the image that lay outside the target were given the same uniform grey
level used in training. However, recent techniques in classification are
moving toward the use of unsegmented objects. Thus comparlsons were also
made of performance using the entire (unsegmented) rectangular image.
Background as well as actual obscuration in front of the target both become
part of the test image that the classifier has not seen during training.

Figures 5 and 6 show the impacts of fog oil and graphite smokes on
outputs from the single-layer neural network using 16 unsegmented truck
images. These contain desert terrain surrounding the truck in each image
as well as smoke obscuration of truck and background. The classifier was
trained on three object classes (set #1): truck, front view tank, and fixed
wing aircraft. Classification of the truck using the traditional strategy
is obviously poor. Excellent improvement is provided, however, when the
atmospheric (smoke) training strategy is used instead.

0.9 - x Traditional / 0.9 x Traditional

0.8 o With Atmos 0.8 - o With Atmosphe

160.7 - 0.7 -A
0.6 555 C 0.6 555

0.5 -* 6 0.5 -

XI
'0A 0.4 - @ XX0.4

S0.3 0.3 -/0

X ,
10.2 / ~ XX A 0E.2 - 0 0

0.1 t0.1

0 0
0 0.2 OA 0.6 0.6 1 0 0.2 0.4 0.6 0.8

Class M (Trucks) Class *I (Trucks)
Figure 5. Unsegmented Image of Truck Figure 6. Unsegmented Image of Truck
in Fog Oil Smoke; Single-Layer Net in Graphite Smoke; Single-Layer Net
Trained on 3 Classes (set #1). Trained on 3 Classes (set #1).

Figures 7 and 8 show the responses to perfectly segmented truck images
(containing no background) of the single-layer neural network. The three
training classes (set #2) were: truck, side view tank, and fixed wing
aircraft. Performance using the traditional strategy in Fig. 7 would be
good even in the presence of the fog-oil smoke. In Fig. 8, however,
performance of the traditional training strategy in graphite smoke remains
poor. Again, improvement is shown in using the atmospheric mitigation
training method. Spread in data is due both to different transmittance and
to fluctuations in transmittance in the different images.
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Figure 7. Segmented Truck from Figure 8. Segmented Truck from Image
Image in Fog Oil Smoke; Single-Layer in Graphite Smoke; Single-Layer Net
Net Trained on 3 Classes (set #2). Trained on 3 Classes (set #2).

Figures 9 and 10 show responses of the multi-layer neural network to
unsegmented truck images in fog oil and graphite smokes for the same target
set (#2) as in Figs. 7 and 8. Traditional training still results in poor
performance, partly due to the fewer pixels (one-fourth) on target.
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Figure 9. Unsegmented Image of Truck Figure 10. Unsegmented Image of
in Fog Oil Smoke; Multi-Layer Net Truck in Graphite Smoke; Multi-layer
Trained on 3 Classes (set #2). Net Trained on 3 Classes (set #2).
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The mitigation strategy is obviously superior. Figure 11 shows the
responses of the multi-layer neural net to perfectly segmented truck images
in graphite smoke using the three class training set #2. Performance can
be directly compared to that from the single-layer network in Fig. 8 which
uses the same images. Figure 12 shows the multi-layer network response to
unsegmented truck images in graphite using the same training set #1 and

images as the single-layer network of Fig. 6.
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Figure 11. Segmented Truck from Figure 12. Unsegmented Image of
Image in Graphite Smoke; Multi-Layer Truck in Graphite; Multi-layer Net
Net Trained on 3 Classes (set #2). Trained on 3 Classes (set #1).

Figures 13 through 16 test if the increase in number of classes
affects conclusions by training on all four classes (truck, front view
tank, side view tank, and fixed wing aircraft). Figures 13 and 14 show
single-layer network responses to unsegmented truck images obscured by fog
oil and graphite. Figures 15 and 16 show multi-layer network responses to
these same images, but with one-fourth as many pixels in the image. While
performance is somewhat worse with this increase in number of classes,
improvement using the mitigation technique is still excellent.

We have shown that image-based neural net classifier performance in
obscurants and other adverse propagation conditions can be improved by
incorporating the atmosphere into the classifier training. The approach
has been described both qualitatively and theoretically to require a
training strategy to "ignore" rather than "recognize" the obscuration in
the scene. This novel strategy has been demonstrated to improve
performance in image-based classification for both single-layer and
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Figure 13. Unsegmented Image of Figure 14. Unsegmented Image of
Truck in Fog Oil Smoke; Single-Layer Truck in Graphite Smoke; Single-
Net Trained on 4 Target Classes. Layer Net Trained on 4 Classes.
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Figure 15. Unsegmented Image of Figure 16. Unsegmented Image of
Truck in Fog Oil Smoke; Multi-layer Truck in Graphite; Multi-Layer Net
Net Trained on 4 Target Classes. Trained on 4 Target Classes.
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multi-layer neural networks using actual images of a truck obscured by both
highly scattering white smoke and highly absorptive black smoke at
transmittances as low as 20%. On unsegmented targets containing background
clutter the method also showed considerable improvement. Thus, the
mitigation technique should have application to reducing effects of
camouflage, clutter and similar countermeasures on military use of pattern
recognition and target acquisition on the battlefield. It is the author's
belief that if more techniques to mitigate effects of the battlefield
environment and countermeasures were incorporated into basic system
designs, then the environment could be made more a part of the solution and
less often a part of the problem to applications of emerging technologies
on the battlefield.

ACKNOWLEGMENT

The author acknowledges the work of Mr. John Giever of the Physical
Sciences Laboratory, New Mexico State University under contract DAAD07-91-
C-0139 who programmed the neural networks and processed imagery for
analysis in this project.

1. D. W. Hoock, Modeling Time Dependent Obscuration for Simulated Imaging
of Smoke and Dust Clouds; Proc. of the SPIE, 1486, 164-175 (1991).

2. D. W. Hoock, Theoretical and Measured Fractal Dimensions for
Battlefield Aerosol Cloud Visualization and Transmission, in Proc.
of the Battlefield Atmospherics Conference, Ft. Bliss Texas, Dec.
1991, U. S. Army Atmospheric Sciences Laboratory Report, White Sands
Missile Range, NM, (1992, in press).

3. D. W. Hoock and J. C. Giever, Detectability and Simulation of Smoke and
Dust Clouds in Images, in Proc. of the SPIE, 1312, 298-309 (1990).

4. A. Lapedes and R. Farber, How Neural Networks Work in Neural
Information Processing Systems, D. Anderson, ed., (American
Institute of Physics, NY, 1988).

5. R. Lippman, An Introduction to Computing with Neural Nets, IEEE
Acoustics, Speech and Signal Processing, April, 4-22, (1987).

6. J. C. Giever and D. W. Hoock, Atmospheric Propagation Effects on
Pattern Recognition by Neural Networks, in Proc. of the SPIE, 1486,
302-313, (1991).

7. D. W. Hoock and J. C. Giever, Propagation Effects on Image Moments,
Edges and Linear Classifiers, in Proc. of the Tenth Annual
EOSAEL/TWI Conference, (U.S. Army Atmospheric Sciences Laboratory
Report, White Sands Missile Range, NM 88002-5501, 1990).

8. J. C. Giever and D. W. Hoock, Analyzing Atmospheric Propagation Effects
on Neural Network Pattern Recognition, in Proc. of the Eleventh
Annual EOSAEL/T1I Conference, (U. S. Army Atmospheric Sciences
Laboratory Report, White Sands Missile Range, NM 88002-5501, 1991).

108



HORNER, PETERS, CARRILLO

Optimization of Particle Model for Large-Scale Computing

Mr. David A. Horner*, Dr. John F. Peters, Mr. Alejandro R. Carrillo
US Army Engineer Waterways Experiment Station

3909 Halls Ferry Road, Vicksburg, MS 39180-6199

BACKGROUND

Many military applications for soil-structure interaction and soil
mechanics involve large discontinuous deformations. Such problems include
sinkage of vehicle tracks and tires, projectile penetration, ground shock,
catering and explosions of shallow mines, The traditional use of continuum
mechanics is limited to small strains with continuous deformation. Although
discontinuities can exist within a continuum as a special condition, it is
difficult, with a continuum description, to capture the spontaneous
formation and destruction of slip and separation surfaces that are observed
in particulate masses. The principal difficulty comes from the
mathematical description of the kinematics that describe the movement of
material "particles" within the continuum. In a continuum, movement must
obey compatibility relationships that preclude formation of slip planes and
separations. However, in real materials, large deformations can occur that
violate compatibility in the strict sense imposed by continuum
formulations. To model discontinuous deformations, asis done in finite
element analysis of fracture propagation or at interfaces in soil-structure
interaction problems, special joint elements are often introduced to model
slip or separation. 1  Use of these elements complicates analysis of small
deformation problems and becomes excessively complicated for large
deformation problems. More importantly, the joint elements require a priori
assumptions to be made on the location and propagation of the
discontinuities.

An alternative to the continuum description for soil and rock
mechanics problems is the Discrete Element Method (DEM) 2 which models the
material as a collection of individual particles which interact only at
inter-particle contact points. The DEM is a particular type of "particle
model," a generic term for the class of simulation models where the
discrete representation of a physical phenomenon involves the use of
interacting particles. Particle models have successfully been used to
treat a wide class of problems arising in plasma physics, solid state
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physics, astrophysics, and fluid dynamics. In a particle model, each
particle has a set of conserved attributes (e.g., mass), and momentum
variable attributes (e.g., position, velocity) and some constitutive
relationships describing the interactions among particles. The variable
attributes evolve according to the equations of motion. The equations of
motion are integrated to determine the velocity of the particles. The
particle position are obtained from the velocity by integrating the
equation dx/dt - v.

The highest resolution particle model is one where there is a one-to-
one correspondence between the physical and computer particles. For
example, in a molecular dynamic simulation each atom is represented by a
computer particle and the particle contains the attributes of the atom
(e.g., mass, charge, position). Rock and soil mechanics problems modeled
using DEM have been one-to-one particle models.

Several authors have used DEM to model granular soil assemblies. 2' 3' 4

DEM has been used to investigate how mechanical stress waves propagate in
granular material and how they are influenced by medium microstructure. 5

DEM has been used to model the results of tunnel failure resulting from a
nuclear explosion. 6

Sophisticated algorithms have been developed to describe the evolution
of the particulate system including the formation and breaking of inter-
element contacts. 7 Computing forces between elements requires
relationships to describe normal and shear interaction at the contacts. In
some models the individual particles can "break" when stress conditions
within the particle reach some critical level. 8 Typically, soil particles
have been modeled as two-dimensional circular rigid disks. Ting9 has
developed an ellipse-based two-dimensional particle to represent contact
flatness and particle angularity. Six-sided solid shapes have been used to
model granular material in three dimensions.' 0

The predominant disadvantage of DEN is its enormous computational
requirement. At present, the maximum number of particles that can be
feasibly handled in DEM computations is no more than a few tens of
thousands of particles. This is primarily because of the large
computational requirement of keeping track of all particle contact
locations. The goal of the present research is to increase the feasibility
limit by at least a factor of ten, a value that at best, permits study of
particulate systems at laboratory scales. For example, a laboratory direct
shear soil test using the smallest allowed soil specimen will contain over
200,000 particles of sand and triaxial test soil specimens can contain well
over a million particles.

Use of one-to-one modeling of a particulate medium for a full scale
problem is clearly beyond present computational capabilities. To model
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full scale problems, a model is needed that somehow treats the aggregate
behavior of particles yet retains the particle model's ability to depict
large non-affin, motions. The present research fits into this more general
goal in two important ways. First, whatever averaging scheme is ultimately
developed, it is likely that the general integration scheme will remain
unchanged. In the averaged scheme each particle will represent the
aggregate behavior of many particles. The motion of the aggregated
particles, however, would still be computed by an explicit integration
scheme. The explicit scheme is necessitated by the changing geometry of
the system. In addition, the number of aggregated particles needed to
model real problems in three dimensions will undoubtedly be large. Thus,
real problems will involve particle s)stems on the order of 200,000 to
1,000,000 particles.

The second need for a large particle model is to model laboratory
aggregated on a one-to-one basis. The principal requirement of the averaged
particle model is that it converges to the behavior of the one-to-one model
as the analysis mesh is refined. Therefore, for the aggregated model to be
useful, the one-to-one model must provide an accurate representation of the
real particulate medium. To provide the link between the particle model
representation and actual soil behavior, particle models must, as a
minimum, be able to model simple experiments on soil. Thus, a critical
element of the research is to improve computational techniques to increase
the particle content to significantly above the current few tens of
thousands particles.

MECHANICS FOR SOIL PARTICLE MODEL

Figure 1 illustrates the interaction between two particles. An
interactive force, acting as a repulsive force between the two particles,
is computed if the two particles are in contact. Two particles are
considered to be in contact only if the distance, D, between their centers
is less than the sum of their effective radii.

111



HORNER, PETERS, CARRILLO

2

RA

-A,

Figure 1. Interaction Between Two
Particles

If two particles are in contact, the normal unit vector, ej, and the
shear unit vector, ti, are determined. The normal unit vector points from
the center of one particle to the center of the other particle. For the
two-dimensional case, the shear unit vector is determine by rotating the
normal unit vector 90 degrees. For the three-dimensional case, the shear
unit vector lies in a plane perpendicular to the normal unit vector and its
direction is determined by the relative velocity of the two particles in
contact.

The normal force between the two particles, which is a repulsive force
aligned with the normal unit vector, is computed as:

ff~n = 'x) (1) f

Where

K'V),tf is the normal effective stiffness constant for the two

particles and T is a penalty function design to prevent particle

penetrations.

To determine the shear force component of the particle-particle
interaction, the tangential relative velocity is computed:
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VAB(' 1= (vA-vB) ti (4)

The tangential relative velocity is integrated with respect to time to

provide the relative tangential displacement for the time step:

A8 =v At (5)

The shear force increment for the time step is then computed:

=f)K~)f ~ (6)

Where K%)*ff is the tangential effective stiffness constant.

While the two particles remain in contact, the shear force increment is

added to the total shear force from the previous time step, i.e.,
fAB) A Af()=f,)_÷ABf) (8)

Where the indices N and N-1 refer to times tN and tNj, and At-tN-tN_1.

The magnitude of the shear force is also compared to a maximum shear
force that is based on a Coulomb-type friction law. If the shear force
exceeds that maximum shear force, the shear force is set equal to the
maximum shear force:

f f = C•ff + f (,) tant.ff (9)

An artificial viscous damping force is also introduced to the problem.
The use of damping other than by friction is necessary so that the
assemblies reach a state of equilibrium for all conditions. 2 A viscous
damping force is computed for each particle. Its magnitude and direction
are based on the current absolute velocity of the particle.

Once forces have been determined for each particle, the instantaneous
acceleration of each particle over the current time step is determined as
the resultant force acting on the particle divided by the particle mass.
The updated velocity and location of each particle are then determined by
integrating the equations of motion.

It should be noted that two types of forces are involved in the
simulation. The normal and viscous forces depend only on the current
positions and relative velocities; these forces can be computed from the
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current state of the assemblage. In contrast, the shear forces depend on
the relative movement of the contact surfaces which requires knowledge of
previous particle positions. The shear forces, therefore, depend on the
history of particle motions. Much of the literature on very large particle
systems (e.g. Hockney and Eastwood, 1981) involves the computation of
inter-particle forces from potentials and thus the forces are not history
dependant. An issue in theopresent work is the extent that history
dependence might influence the optimization efforts.

OPTIMIZATION

The goal of the optimization effort was to significantly increase the
number of particles that could be simulated. For the original unoptimized
code, runtime was the controlling factor. A four-thousand-particle
simulation required over two hours of runtime for one thousand integration
steps. However, as capability increased, computer memory also became a
consideration.

The original unoptimized code was an implementation of the general

algorithm as given by Hockney and Eastwood."1 The algorithm is essentially
equivalent to a short-range, variable-neighbor molecular dynamics

algorithm. This algorithm consists of three main processes: (1) find
particles in contact, (2) calculate forces between particles, and (3)
integrate the equations of motion (move particles). The only
distinguishing feature is the introduction of shear forces, requiring an
additional element dealing with previous contacts. This additional element
forced some variations to the standard molecular dynamics algorithms.

The first step in the optimization process was to restructure the
existing code to improve machine performance. The original code performed
at 5.5 MFLOPS (million floating point operations per second) on the CRAY Y-
MP, which has a peak speed of 333 MFLOPS per processor. By improving
vectorization, use of functional units, memory traffic, and input/output,
performance was increased to over 180 MFLOPS, depending on the number of
particles. Overall, runtime was reduced by an order of magnitude. In

practice, the maximum time reduction obtainable by vectorization is a
factor of around ten on the CRAY Y-MP. Thus further improvement from
restructuring is not likely.

Although performance increases due to restructuring were significant,
further improvements were required to meet project goals. This forced

algorithm evaluation. The most time-consuming process was finding the
particles in contact. The original code used the simplest of methods:

computing distances between all particles. This method, though easily
implemented, scales computationally as O(N 2 ) for a N-particle problem
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(i.•., the numbcr of computatiG,,al operations to perform a simulation is
proportional to the square of the number of particles). This is

inefficient and impractical for large scale problems containing only
localized forces. A more appropriate technique is to use a chaining mesh
(Hockney and Eastwood, 1981) method to produce a "neighbors-list" for each
particle. This method breaks the physical space of the simulation down

into a regular grid of cells. Cell size is set equal to the maximum
particle diameter. The list of neighbors is thus restricted to a
particle's own cell and the 26 surrounding cells. An implementation using
the nearest neighbor list scales as O(N).

If previous contact were not involved, the general practice would be

to sequence through the cells to evaluate a particle for particle-particle
interaction with the particles contained in its own cell and the lower 13

adjacent cells. If all 26 surrounding cells were evaluated, it would
duplicate calculations for inverse reactions. However, by adding a

particle to its own cell and all of its 26 surrounding cells, and then
limiting interactions to those particles put into a cell after the current

particle, the sequence of interactions is maintained. This cut the search

space for previous contact and previous contact storage in half.

Figure 2 shows relative
timings for the original code, the 0 o•,".. .
restructured code, and the ..................
neighbors list code for a 1000
time step simulation of a free
fall test. The free fall test ........
consisted of allowing the
particles to fall from their ........
initial position onto a rigid
floor. The restructured code was ........

clearly an improvement over the . .----.
original code but, as noted above,

retained the characteristic O(N2) 0 - .M
increase in computations as the •-l O .....
number of particles increased. The Figure 2. CPU Timings for Three Stages
algorithm based on nearest- of Code
neighbor
lists greatly reduced the CPU time
and, more important to achieving progress, scaled computationally as O(N).

Figure 3 shows variations in runtimes for the free fall test and
confining test simulations for the neighbors-list code. The confining test
consisted of placing the particles into a rigid box and compressing the
particles from the top with a rigid plate. The timings for the confined
test were greater than those of the free fall test for the same number of
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particles because the average
number of particle contacts was × •'•--
larger. The timings for both test ... .,. ..-
conditions remained linearly

particles.

Simulations were performed
for 10 time steps using 600,000

particles for the free fall
problem and using 219,488

particles for the confined
problem. The results are ,.m
tabulated below: _______ _.....

Figure 3. Variations in Runtimes

N Problem CPU time Memory
(min.) (MW)

600,000 Free Fall 90.5 (905.)- 108.64
219,488 Confined 2.6 (263.)* 42.23

* Estimate for 1000 time steps

The estimated times to execute 1000 time steps are 905 min. for the free
fall problem and 263 min. for the confined loading problem. The
corresponding times extrapolated from Figure 3 are 200 min. for the free
fall problem and 150 min. for the confined loading problem. The linearly-
extrapolated times thus underestimate those estimated from actual
computations by factors of 4.5 for the free fall problem and 1.75 for the
confined loading problem. Note that the estimates for the free fall
problem based on timings for the early time steps may be too large because
the execution cycles become shorter as the particle mass expands and
contacts become fewer. In any case, the increase in execution times scale
as O(N) as N is increased to the target range of N - 1,000,000.

The principal restriction to performing practical simulations for
large N is memory capacity. The memory required to perform the free fall
simulation with 600,000 particles constitutes nearly the entire capacity of
the CRAY Y-MP at the U.S. Army Engineer Waterways Experiment Station (WES)
(with five of the six processors idle). Considering the run times
involved, it would not be economically feasible to capture such a large
percentage of the computer's capacity for the extended run times required.
Thus, to make numerical simulations practical for large N, it will be
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necessary to develop "out-of-core" computational algorithms and employ
multitasking to make full use of all six processors.

CONCLUSIONS

Overall, dropping the scaling of the problem from O(N 2 ) to O(N),
combined with the restructuring for machine performance, greatly enhanced
the capability of the model. Simulation of soil tests that contain the
number of particles found in laboratory soil tests (200,000 particles) can
now be performed. In-core solutions can reach magnitudes of as many as
600,000 particles. For future consideration, running 600,000 particles on
the CRAY Y-MP at WES in core uses almost all of the memory, leaving five
processors idle. For problems of this magnitude, the use of multitasking
to make use of these processors is of notable concern. Other
considerations are the development of an out-of-core method for simulations
greater that 600,000 particles and the use of massively scalable machines
for even greater performance.
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Army scientists during the nineteen sixties prepared, purified,
assayed and determined the effects of Staphylococcal Enterotoxin B
(SEB) in primates1 -3 . A significant observation was a pattern of acute
intoxication that progressed to a severe shock-like syndrome with high
mortality following the administration of microgram (jig) quantities of
purified SEB. Because of the toxin's overall biological and physical
properties, attention was directed to its potential usefulness as a
biological warfare agent in overt, covert, terrorist, and conventional
warfare activities. It was the threat agent potential that led the U.S.
Army Medical Research and Development Command to conduct
biomedical research for development of defenses against the toxin's
incapacitating and lethal effects.

Staphylococcal enterotoxin B (SEB), along with six structurally and
biologically related serotyped classes of enterotoxins (SEA, SEB, SEC1,
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SEC2, SEC3, SED, and SEE) have been major causes of food poisoning
worldwide 4,5 . These enterotoxins are extracellular proteins produced
by the ubiquitous bacterium Staphylococcus aureus. It was the
incidence and misery of staphylococcal food poisoning that led
scientists to develop vaccine candidates and attempt to immunize
humans as a means of reducing the incidence of staphylococcal
enterotoxin food-borne illness. Early attempts were hampered by
unpurified enterotoxin and questionable serological assays6 . It was
only after the enterotoxins were properly identified serologically and
purified as distinct molecules that specific immunization regimens
could be addressed. Bergdoll, as early as 1966, investigated the
immunological properties of purified SEB in rhesus monkeys after
toxoiding the molecule with formalin 7. After alum-adsorption of the
formalinized SEB toxoid, he was able to induce antibody formation in
rabbits and increase the resistance of rhesus monkeys to oral SEB
challenge about 100 fold. The results of the immunization experiment
indicated that 3-intramuscular injections of 62.5 gIg for the initial and
first booster doses of SEB toxoid and 250 I±g for the second booster, all
at five-week intervals, were needed for this protection. His results
also indicated that the resistance to SEB was due, at least in part, to
the presence of anti-toxin antibodies in the plasma of resistant
animals. His research and that of others have contributed valuable
information on immunoprophylaxis through vaccination against
staphylococcal enterotoxins and toward development of an effective
toxoid vaccine against SEB. Yet, there remains no effective vaccine
that fully protects against these staphylococcal enterotoxins.

Beginning in February 1991, scientists from the Division of
Pathology, Walter Reed Army Institute of Research and the U.S. Army
Medical Research Institute of Infectious Diseases have been testing the
degree of protection afforded rhesus monkeys immunized with
microspheres of a biocompatible, biodegradable poly (DL-lactide-co-
glycolide) polymer (DL-PLG) that encapsulates the SEB toxoid. The
decision to encapsulate the SEB toxoid was made following failures of
soluble and alum-adjuvanted SEB toxoids to provide appropriate
protection against SEB respiratory exposure in rhesus monkeys8 ,9 .
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Severe immediate hypersensitivity was an additional adverse response
observed when immunized and SEB exposed monkeys were subsequently
challenged by the respiratory route. Major factors for microsphere
encapsulation of the SEB toxoid were to develop an oral vaccine against
SEB that especially stimulated the production of secretory
immunoglobulin A (sIgA) and to provide protection in immunized rhesus
monkeys against SEB aerosol challenge. Additionally, it was theorized
that effective production of anti-SEB sIgA antibodies would suppress
the immediate hypersensitivity response encountered following
immunization with soluble or alum adsorbed SEB toxoid.

The microsphere formulation, SEB toxoid encapsulation, and biologic
testing in mice had been previously accomplished through contract
arrangements with a commercial firm10 . After optimizing the
formulation of microspheres composed of DL-PLG and SEB toxoid,
immunization studies were conducted in mice 1 . It was shown that (a)
three oral immunizations, (b) an initial parenteral immunization
followed by an oral, intramuscular or intratracheal booster
immunization, or (c) an initial and booster immunizations administered
intratracheally provided antibody responses in the plasma and
bronchoalveolar lavage (BAL) fluid. Also, a strong IgA antibody
response was induced in the bronchoalveolar fluid following the
intratracheal administrations. This led to questions and the decision
to immunize rhesus monkeys by various routes to determine the most
effective method to induce protection against lethal SEB aerosol
exposure. It is the unique results of these early SEB protection studies
accomplished in rhesus monkeys that form the basis for this report.

The study consisted of 40 young, healthy rhesus monkeys; 4 controls
and 36 immunized. Nine different immunization regimens employing
three different routes of immunization were accomplished (table 1).
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TABLE 1. IMMUNIZATION REGIMENS

OR/OR OR/IM OR/IT

IM/OR IM/IM IM/IT

IT/OR IT/IM IT/IT

Primary/Secondary
OR=Oral: IM=lntramuscular: IT=lntratracheal

The routes of immunization were oral (OR), intramuscular (IM), and
intratracheal (IT). Each immunization regimen consisted of a primary
immunization (OR, IM, or IT) followed 49 days later by a secondary
booster immunization (OR, IM, or IT). The microsphere vaccine was
administered at a dose of 100 gig in 0.5 milliliters (ml) volume for the
intramuscular and intratracheal immunizations and 1.0 milligram (mg)
in 0.5 ml volume for the oral immunizations. Operational and resource
constraints allowed only ten monkeys, one from each immunization
regimen and one control, to be studied as a group.

The aerosol SEB challenge was performed 80 days after the
booster immunization. A standard lethal SEB challenge dose of 15 LD5o
was scheduled for all rhesus monkeys; however, the actual challenge
doses varied among study groups. The SEB challenge dose received by
each rhesus is listed (tables 2 and 3). The actual exposure doses were
determined from samples taken from the exposure chamber during
challenge.

To gain more information on the role of anti-SEB antibodies in
protection and to obtain additional data on the reported incidence of
immediate hypersensitivity, the immunoglobulin (Ig) isotype IgM, IgG,
and IgA titers were measured in the plasma and bronchoalveolar lavage
fluids (BAL) of all monkeys using an ELISA test. The isotype titers for
IgG and IgA are listed for each monkey (tables 2 and 3). It was
determined that IgG and IgA in the plasma and bronchoalveolar lavage
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fluid contributed to protection as the majority of the survivors had
high levels of both isotype antibodies. The isotype IgM response was
inconsistent and had no noted relationship to protection.

All four rhesus monkeys (100%) administered the IM/IT
immunization regimen were protected against the aerosol lethal dose
challenge. In addition, two monkeys in the IT/IT and two in the OR/IT
immunization regimens were protected. In contrast, no other
immunization regimen protected more than one monkey and there were
no protected monkeys in the OR/OR, OR/IM, and IM/OR regimens. These
data emphasize the importance of the intratracheal route as a booster
immunization for protection against aerosol exposure.

There are several implications in this study that are relevant to
protection against biological threat agents delivered as an aerosol.
First, since the toxin was directed toward the respiratory tract, it was
hypothesized that protection would correlate with the level of local
IgA anti-SEB antibodies in bronchial fluid. As shown in the data above,
this was indeed the case. Monkeys with the highest IgA and IgG levels
in BAL were protected whereas those with the lowest levels were more
susceptible to the lethal challenge. Second, it was hypothesized that
the route of immunization would influence the level of respiratory
antibodies and hence be a prime determinant of protection. Indeed, the
question of which route of immunization best induces secretory
immunity was central to this study. While researchers have long
suspected the importance of local immunization, there is a notable
paucity of protection data comparing various immunization regimens,
especially in primates. For example, based on what is known about
lymphocyte trafficking following oral immunization, it may have been
thought that oral immunization would be superior to respiratory (and
certainly IM) immunization regimens. On the other hand, if systemic
immunity alone were important for protection against the lethal event
induced by this toxin, IM/IM immunization regimen may have been the
most effective regimen. The success of intratracheal immunization,
especially as a booster in the IM/IT regimen, in generating protection
against the highest lethal toxin challenges attempted in this study
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demonstrates that immunization via the respiratory tract may be the
most promising regimen to induce antibody-mediated immunity against
aerosolized biologic warfare agents such as staphylococcal
enterotoxins.

In summary, the lives of rhesus monkeys were completely
protected from a high dose (15 LD50) SEB aerosol lethal challenge by an
initial intramuscular injection of 100 micrograms of formalinized SEB
toxoid encapsulated in biodegradable and biocompatible DL-PLG
copolymer microspheres and a 49th day booster 100 microgram dose
administered intratracheally. No evidence of hypersensitivity was
noted following the aerosol challenge. Additionally, the data indicates
that protection against SEB is provided, at least partially, by the
production of IgG and IgA anti-SEB isotype antibodies in the plasma and
bronchoalveolar lavage fluid. The immunization regimen consisting of
an initial intramuscular injection followed by a booster vaccine dose
administered intratracheally, the latter being the mucosal site of SEB
challenge, proved to be an important factor in protection.

Future endeavors will include aerosol rechallenge of the surviving
monkeys to evaluate the duration of protection and to further assess
the potential for immediate hypersensitivity reactions to occur in
immunized monkeys. Additionally, following the technical development
and evaluation of DL-PLG microsphere SEB toxoid booster immunization
by the intranasal (IN) route in preliminary mouse studies, a scientific
study is planned to aerosol challenge and assess a group of monkeys
immunized with an IM/IN immunization regimen. Complete
characterization of respiratory route immunization to include safety
test analysis of empty DL-PLG microspheres administered to the lungs
of monkeys is planned. Formulations of DL-PLG copolymers constructed
as resorbable sutures, resorbable suture clips, and as microsphere
control release implants are approved for use in humans and currently
have a safe history1 1 . Continued success with novel selective
immunization of the respiratory tract against lethal toxins and
potentially other agents can have a major positive impact in protecting
the health and fighting strength of soldiers.
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Table 2. Protection: Monkeys Immunized with Microspheres

DAY 98 PREBLEED/PREBAL ANTIBODY TITERS (SRI)
End Point Titration-ELISA

SURVIVORS IgG IgG IgA IgA Chall
MONKEY/IMMU* PLASMA BAL PLASMA BAL LD50

89B161 IM/IT 800000 320 45 40 13.8
90B003 IM/IT 1000000 1290 1800 320 18.1
90B031 IM/IT 500000 160 250 20 7.0
90B078 IM/IT 1800000 1280 1000 320 22.2

90B009 IT/IT 1000000 320 380 160 17.6
90B055 IT/IT 900000 2560 1800 1280 7.4

89B064 OR/IT 200000 80 25 20 12.9

90B066 OR/IT 5000 <10 60 20 7.8

90B025 IT/IM 20000 10 25 20 7.1

90B030 IM/IM 1800000 80 280 <10 6.7

90B062**OR/IM 900000 640 30000 <10 18.4

90B067 IT/OR 80000 40 400 20 7.4

Primary/Booster immunization regimen
OR=Oral; IM=Intramuscular; IT=Intratracheal
IMMU*=Immunization regimen; BAL=Bronchoalveolar lavage;
Chal=Challenge
** Deleted from study due to illness and treatment prior to
challenge.
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Table 3. Protection: Monkeys Immunized with Microspheres

DAY 98 PREBLEED/PREBAL ANTIBODY TITERS (SRI)
End Point Titration-ELISA

NON-SURVIVORS IgG IgG IgA IgA CHAL
MONKEY/IMMU* PLASMA BAL PLASMA BAL LD50

89B088 CONTROL 25 <10 25 <10 13.0
90B001 CONTROL 50 <10 50 <10 18.1
90B029 CONTROL 25 <10 25 <10 6.8
90B050 CONTROL 25 <10 25 <10 18.4

89B001 IT/IT 189000 <10 25 <10 13.1
90B075 IT/IT 700000 1280 400 640 21.8
90B008 OR/IT 28000 <10 50 <10 17.1
90B098 OR/IT 20000 <10 25 <10 21.9
89B116 IT/IM 200000 20 25 <10 13.8
90B021 IT/IM 22000 320 50 <10 18.2
90B103 IT/IM 40000 40 25 <10 20.9
89B210 IM/IM 850000 40 25 <10 13.2
90B010 IM/IM 450000 <10 50 <10 18.2
90B060 IM/IM 20000 <10 25 <10 18.6
89B034 OR/IM 100000 <10 25 <10 13.3
90B018 OR/IM 28000 <10 50 <10 18.1
90B043 OR/IM 10000 10 25 <10 7.6
89B060 OR/OR 25 <10 25 <10 13.1
90B014 OR/OR 875 <10 50 <10 18.5
90B027 OR/OR 2000 <10 170 <10 7.3
90B079 OR/OR 1000 <10 700 <10 22.4
89B096 IM/OR 30000 <10 50 <10 13.0
90B002 IM/OR 13000 <10 50 20 17.4
90B016 IM/OR 40000 <10 25 <10 7.2
90B110 IM/OR 20000 <10 25 <10 21.
89B079 IT/OR 25 <10 25 <10 13.2
90B023 IT/OR 110000 20 50 <10 18.5
90B092 IT/OR 9000 20 25 <10 18.7

Primary/Booster immunization regimen
OR=Oral; IM=Intramuscular; IT=Intratracheal
IMMU*=Immunization regimen; BAL=Bronchoalveolar lavage;
Chal=Challenge
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A variety of Army standard models are used to analyze and predict
the impact of new equipment and operational doctrine on the combat
effectiveness of military units fighting hypothetical battles. Absent from
most models is any consideration of human performance in modulating the
effectiveness of units. In 1989, the Medical Research and Development
Command initiated a program to incorporate into an Army standard model
consideration of medical products, both materiel and concepts, that improve
the health and performance of soldiers. The purpose was two fold: first,
accurately portray the impact of soldier health and performance on unit
effectiveness and, second, document the extent to which medical products
enhance the ability of military units to carry out their warfighting
mission.

The Medical Research and Development Command, through cooperation with
the Ballistic Research Laboratory, selected the Army Unit Resiliency
Analysis (AURA) Model as the first test bed for these concepts. The model
was improved to incorporate the latest medical data on soldier health and
performance across a range of variables: infectious disease, biological and
chemical weapons effects, heat stress, and sleep deprivation. Medical
interventions, both current and future, were modeled for their ability to
attenuate these threats and enhance soldier performance and unit
effectiveness.

In this paper the impact of products that have evolved from the
neurosciences will be discussed. First, modeling has been applied to
estimate the battlefield toxicity of potential nerve agent attacks and to
predict the likelihood and severity of casualties. A variety of medical
protective measures have been assessed and shown to improve the resiliency
of typical combat units. Second, modeling has been applied tp estimate the
degradation of individual and unit performance under conditions of
continuous operations that permit only limited amounts of sleep. A series
of sleep disciplines were modeled and the net benefits of adequate sleep
for overall unit productivity were demonstrated.

OVERVIEW OF MODELING STRATEGY

The purpose of medical modeling is to demonstrate the impact of
medical research and development products, both concepts and materiel, on
the Army's warfighting capabilities using accepted models of battlefield
threats and combat effectiveness. There are four goals to this program:
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1) demonstrate the impact of medical products for improved unit
effectiveness, 2) assist the transfer of medical technology and information
for operational planning, 3) generate timely information to medical
research directors and developers as decision aid for planning and
milestone decisions, and 4) provide feedback to researchers concerning data
gaps and model refinement.

To meet these goals, a common
modeling strategy has been followed MODELING OF MEDICAL PRODUCTS
and is diagramed in Figure 1. Oview a Sfbugy
First, a specific battlefield
threat forms the focus of each THREAT
modeling task. These threats
encompass a broad range of medical
hazards to the soldier such as
biological and chemical weapons,
infectious disease, stress and MEDIAL
fatigue, environmental extremes
(heat, dehydration, etc.), and
traumatic or accidental injury.
The threat is then specified within IO TO=
the context of a battlefield
scenario that includes the
geographic location, meterological
conditions, weapons
characteristics, combat units and Figure 1. Modeling Strategy
tasks, uniform and protective
devices, and operational doctrine.
For each threat and scenario, appropriate soldier variables must be modeled
that represent the likely impact of the threat in that scenario. These
human factors include death or incapacitation, rate of return to duty after
injury, and performance degradation. Degradation factors may be subdivided
further into cognitive factors, physical work capacity, physiological
limits such as water requirements and thermal load, uniform restrictions
and encapsulation, and individual variability. The model of unit
effectivenss must have the capacity to simulate the impact of all these
factors, individually and in combination. A the same time, medical
interventions are specified that can reduce degradation of some or all of
these performance factors. The medical interventions may include the
following: preventative drugs or vaccines, physical conditioning, therapy
drugs, physical barriers, and operational doctrine such as sleep
discipline, work schedules, acclimatization, and water discipline. The
next step is to select a modeling system that can portray the impact of
each medical intervention on these individual soldier variables and then
simulate the effects of those soldier variables on unit effectiveness.
The modeling system may be a single simulation program or a series of
modules that compute different aspects of the problem and feed into a final
estimate of unit effectiveness. Ultimately, the final product is a
representation of the impact of the medical interventions on casualties,
individual performance and unit effectiveness.

To date a central modeling system for estimating unit effectiveness
has been the Army Unit Resiliency Analysis (AURA) developed by the
Ballistic Research Laboratory (BRL). This model was selected because it
contained rudimentary algorithms to represent many soldier performance
factors, was an accepted Army modeling system, contained representations
for a variety of military units that were coordinated with the appropriate
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schools, and was open to further improvement by BRL to incorporate the
latest medical data and performance representations. The current version
of AURA represents the cooperative activities of the proponent laboratory,
the medical laboratories of the Medical Research and Development Command,
and the primary contractor, Science Applications International.

Other modeling tools have been used as required. The first case to
be discussed below illustrates the use of the Modular Chemical Assessment
Structure (MCAS) for estimating chemical and conventional casualties as an
input factor to AURA. Other modeling tools have been used to represent
biological weapons effects, heat strain, and non-auditory blast injury.

MODELING OF MEDICAL THERAPY OPTIONS FOR NERVE AGENT DEFENSE

Introduction: The 1980s were characterized by a reexamination and
reemphasis on the development of measures to increase the ability of U.S.
forces to survive and fight on a chemically contaminated battlefield.
Ironically, although the Warsaw Pact is now dissolved and the likelihood of
facing a Soviet adversary on the battlefield has evaporated, the
probability of U.S. forces facing a CW threat nonetheless has increased.
During the recent Persian Gulf conflict (Operation Desert Shield/Storm),
the risk that U.S. forces would be subjected to chemical attacks was
greater than at any time since World War I.

The chemical defense research and development programs of the 1970s
and 1980s have yielded many improved capabilities for detection of chemical
agent and protection against and treatment of injuries caused by CW agents-
-and improvements are in progress. In addition, the medical community has
made substantial contributions to these efforts--and is also on the brink
of significant improvements. In this section, some of the improved
products of medical chemical defense research will be examined. During the
past two decades, we acquired the capability to treat nerve agent
casualties with oximes, such as pralidoxime chloride (2-PAM). In the
1980s, preexposure drugs for nerve agents were fielded, and several drugs
that showed great promise are now nearing transition from the laboratory
bench and animal studies to development programs that will place them in
the hands of our fighting men and women and their medical providers.
Enhanced treatments, including the use of anticonvulsant drugs, reduce
damage to the nervous system caused by nerve agents, thereby shortening
recovery time. Developments this decade may include improved preexposure
compounds, and future improvements might be nerve agent antibodies--a
product of biotechnology--that will increase the levels of nerve agent that
soldiers can tolerate.

Objective: This paper presents an abbreviated discussion of the
comparative effectiveness of current, enhanced, near-term, and far-term
therapies for nerve agent intoxication. In addition, a "no therapy"
approach is presented for comparison. A full report is available.'

Approach: The effectiveness of several nerve agent treatment alternatives
are addressed. We evaluate the effectiveness of these treatment 1
alternatives with two levels of physical protection from agent effects: no
protection (MOPP 0) and full mission-oriented protective posture (MOPP IV).

Figure 2 illustrates the general approach used for these studies.
First, CW attack profiles were established (weather, terrain, type of
weapon, agent deployed, etc.). Then, the MCAS (Modular Chemical Assessment
Structure) model was used to develop agent dosage and deposition, chemical
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casualty data, and return-to-duty
distributions. The principal MCAS
outputs are numbers of casualties
resulting from the chemical attack, pramwtu amemrtion OmeEfects
given the protection and treatment Doe Gnu
options applied, and profiles for
return of casualties to duty. These A s
data are input into AURA (Army Unit M _C
Resiliency Analysis) to determine
unit effectiveness over time. AURA cas ~ity a ALR% unitalso accounts for decrements in Z*f
effectiveness resulting from the Diributione Ova- Time
burdens of protection.

Chemical attack parameters were
based on methods developed for the Figure 2. Study Approach
U.S. Army Medical Research Institute
of Chemical Defense (USAMRICD) study
"Battlefield Levels of Soman 1989" an• have been used to predict threat
agent dose data for the current study. The former study developed
munition expenditure requirements, resulting agent concentration and dose
to protected and unprotected personnel, and casualty data for artillery and
air-delivered attacks under both summer and winter conditions. The
munitions used were 152-mm artillery projectiles with unthickened soman and
bulk fill bombs with thickened soman.

Two hundred fifty-six rounds of artillery, fired in one volley, were
required to achieve the effects studied. Forty bombs, delivered
simultaneously from four aircraft, were required. We studied each fire
plan in a Central Europe summer day, a Central Europe winter dawn, and a
Southwest Asia summer day environment, against both an air-delivered bulk
chemical bomb and an artillery-delivered chemical shell scenario. The
bulk bomb provided multiple line sources over the target. The artillery
scenario provided multiple point sources over the target. As an example,
the deposition pattern for the artillery attack on a SWA summer day is
shown in Figure 3.

Therapies Considered: Nerve agents are a group of structurally similar
organophosphorus compounds with differing inorganic fragments (cyanide,
fluorine, or sulfur) and organic fragments. They share a common
phosphorus-oxygen structure. They exhibit the common physiological effect
of interfering with the enzyme acetylcholinesterase (AChE); consequently,
the balance of the neurotransmitter acetylcholine (ACh) is drastically
altered. ACh is an essential neurotransmitter for the parasympathetic
nervous system, involved in breathing, perspiration, and other essential
functions, and necessary for the innervation of skeletal muscles, as well
as for other central nervous system functions. ACh is released by nerve
endings to carry the nerve impulse to the end organs. AChE neutralizes the
released ACh after the firing of the nerve impulse. When nerve agents
block the action of AChE, the resulting excess of ACh causes an
uncontrolled overstimulation of the skeletal muscles, parasympathetic end
organs, and other central nervous system end effectors. This, in turn,
causes the symptoms that are characteristic of nerve agent poisoning
(pinpointing pupils of the eye and resulting dimness in vision, difficulty
breathing, drooling, excessive sweating, nausea, vomiting, cramps,
involuntary defecation and urination, twitching, jerking, staggfring,
headache, confusion, drowsiness, coma, convulsions, and death).
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The therapies addressed are
listed in Table 1. The Mark I Southwest Asia Artillery Attack
Nerve Agent Antidote Kit
administers 600 mg of the oxime
H-methylpyridinium -2-aldoxime
chloride (2-PAM) and 2 mg of
atropine sulfate. Every soldier
carries three Mark 1 kits for self-
or buddy aid. Atropine is one in a
class of drugs which block the
action of ACh, thereby mitigating
the toxic effects at the neurons
that results from nerve agent
poisoning. 2-PAM is one of several A
oximes widely believed to 4b

reactivate AChE bond by nerve %

agents. Pyridostigmine
pretreatment is a compound that
reacts with AChE, thereby
protecting the enzyme from
destruction by nerve agents. 4

Anticonvulsant therapy counters
convulsions which are a major
effect of nerve agent poisoning Figure 3. Artillery Attack

which can lead to brain damage and
probably contributes to lethality. 5 For purposes of this study, diazepam
was the anticonvulsant drug modeled. Nerve agent antibodies are proposed
as a future protection. It seems likely that molecular biology will
provide an effective nerve agent pretreatment that will reduce agent
toxicity in man manyfold--probably by early next century. 6

Table 1. Nerve agent treatment alternatives.

Option Drugs Utilized

No therapy None

Current therapy Atropine & 2-PAM (Mark I Antidote Kit)

Enhanced current therapy Pyridostigmine pretreatment, with
atropine and 2-PAM

Near-term therapy Pyridostigmine pretreatment, with
atropine, 2-PAM, and anticonvulsant

Far-term therapy Biotechnology product
(nerve agent antibody)

Mission-oriented protective posture (MOPP) provides for utilization of the
chemical protective ensemble in a manner tailored to the threat of chemical
attack. "MOPP 0" is the standard battle dress uniform. MOPP I through IV
progressively add or close components until the individual is completely
sealed in the full ensemble. MOPP IV protection is at a cost of
restrictions to range of motion, tactile sensitivity, and field of vision;
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also, the additional weight of the ensemble imposes limitations. If the
individual has a heavy physical workload, there is yet another burden:
increased heat stress as the temperature and relative humidity within the
ensemble components increase. In hot climates, this burden is significant
for even light-work scenarios. Table 2 describes the protection options
considered.

Table 2. Protection options.

Option Equipment

None Battle dress uniform (BDU)
with normal load-bearing equipment (LBE)
and individual weapon

MOPP IV BDU and all MOPP gear, with LBE and
weapon; MOPP donned at time of attack

In general, R&D observations have indicated that the alternate
treatment regimens described in Table 1, in comparison to the no-treatment
or the current-treatment alternatives, will result in improvements to such
factors as resistance to injury (threshold, visual incapacitation,
incapacitation, death) and time to return to duty. In the current study,
we looked at the relative effectiveness of the five medical alternatives in
terms of unit effectiveness over time for both of the physical protection
options.

Modeling Tools:
MCAS: Modular Chemical Assessment Structure (MCAS) is a chemical

agent dose and effects simulation. MCAS develops the vapor and liquid
agent challenges on the target, as a function of time, which would result
from an attack scenario, given specified meteorological and terrain
conditions. The agent challenges described above were developed with MCAS.
MCAS permits varying the response of the troop population in response to
the challenge, based on the protection available and the effectiveness of
treatment. Thus, numbers of casualties resulting from the attack scenarios
and numbers of soldiers who return to duty after medical intervention can
be evaluated with various treatment alternatives. Protective ratios
derived for lethal effects under each treatment alternative were developed
in coordination with the U.S. Army Medical Research Institute for Chemical
Defense and are contained in the full report. 1 Note that anticonvulsant
with a treatment regimen, in comparison to the equivalent treatment without
anticonvulsant, does not change the protective ratio, rather it hastens
recovery and return-to-duty.

AURA: The principal tool employed to evaluate unit effectiveness
with various medical pfoduct alternatives is the Army Unit Resiliency
Analysis (AURA) model. AURA is a one-sided, company/ battalion-level
methodology that uses inputs from a variety of accepted models and other
sources to assess the effects of many types of attack or conditions on unit
performance. AURA describes the unit physically and functionally, and may
be used to determine the extent to which it can perform its prescribed
functions (missions), given the availability of physical assets (persons
and equipment). AURA describes units in terms of the combinations of
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persons and equipment required to perform mission functions. AURA also
considers whether alternate persons or equipment would be available to
perform mission functions in the event that specific equipment or persons
were lost, the effectiveness of those alternatives in relation to the
principal means, and similar types of issues. AURA can accept input from
other analytical models to establish personnel and equipment losses and, in
turn, to determine unit effectiveness. The units examined during this
study are listed in Table 4.

Table 4. Units evaluated.

Unit Subunita

Headquarters Unit Headquarters and Headquarters Battery, Field
Artillery Battalion, Heavy Division (TOE 06-366J)

Artillery Unit 155-mm Self-Propelled Battery, M109
(TOE 06-367J)

Attack Helicopter Unit Attack Helicopter Company, AH-1 Cobra (TOE 17-187J)

Infantry Anti-Armor Infantry Anti-Armor Company (TOE
Unit 07-248J)

Ammunition Supply Combat Service Support Company (TOE
Point 09-64)

a From U.S. Army Table of Organization and Equipment (TOE).

AURA was used to develop unit effectiveness for these units, based on
their AURA descriptions, degradation due to MOPP, and chemical
casualties-developed by MCAS. No conventional casualties or other causes
of degradation to unit effectiveness were played. MCAS outputs the
percentage of the target population in four casualty categories for input
to AURA: threshold effects, vision impairment, incapacitation, and death.
MCAS also provides the number of days from the attack until incapacitated
casualties return tc. 'uty. AURA input6 Lrom MCAS reflect the effects of
medical protective or therapy drugs that reduce casualties or hasten return
to duty. Therapy side-effects are also represented, such as the visual
effects of atropine. No replacements were played in the AURA simulations.
AURA results are sensitive to the ability of a unit to use alternate unit
members to accomplish critical tasks. The units studied in these
experiments showed a range of sensitivity to personnel losses with the
Ammunition Supply Point showing the least sensitivity and the Headquarters
unit showing the most sensitivity to casualties.

Results and Analysis: We examined unit effectiveness after soman attack by
two weapon systems, against five types of units, in two levels of
protection, applying five nerve agent treatment alternates, under three
sets of climatic conditions. Altogether, 300 sets of conditions were
represented. For the sake of this abbreviated report, we will examine only
the results achieved after an artillery attack against the artillery unit
and the attack helicopter unit, under Southwest Asia day conditions. We
selected these units because, from among the units studied, they fall
roughly midway in sensitivity to loss of specific skills. Southwest Asia
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day conditions were chosen because the region is of particular interest as
of this writing. We used the artillery attack because the results appear
to be driven by a fairly uniform distribution of agent over the target
area.

Unit Effectiveness Unit Effectiveness after Soman
after Soman Artillery Attack. Artillery Artillery Attack. Attack Helicopter

Unit., MOPP IV. SWA Suffvner Day Unit. MOPP IV, SWA Summer Day

S U.IL 0" - Wit LIM lfvef

. ..... ...... . .... . . .i........Unit.....cti.eness.after

i --- -- - -- --

200~~ 9 4 6 6 10 12 14 if If 20 22 24 W6 Of3

Ditys After Attack Mys After Attack

Figure 4. Unit Effectiveness after Figure 5. Unit Effectiveness after
Figu Artillery Attack, Artillery Soman Artillery Attack, AttackSoman ArtiVeSWA Sutme r Helicopter Unit, MOPP IV, SWA Summer
Unit, MOPP IV, SWA Summer Day Day

We will emphasize a comparison of the current doctrine for treating
nerve agent casualties in the field (atropine and 2-PAM), with the enhanced
regimen (adding pyridostigmine pretreatment), the near-term improvement
(adding pyridostigmine and anticonvulsant therapy), and the far-term
treatment (nerve agent antibody). A key point of the analysis is the time
to recover combat effectiveness after the attack. For purposes of this
analysis, we consider units to be combat-effective if they are ý80%
effective.

Figure 4 shows the results when an Artillery unit in MOPP IV suffers
the hypothetical artillery attack. The figure plots unit effectiveness as
a function of time for all five treatments. With the current therapy, the
unit never regains significant capability. Pyridostigmine pretreatment
enables the unit to regain significant effectiveness after 17 days.
Anticonvulsant therapy has a clearly beneficial effect, restoring the unit
to combat effectiveness after 7 days--unit capability improves by more than
50% after day 4, as unit members who do not experience convulsions return
to duty. Pretreatment with nerve agent antibodies rapidly improves
capability after day 2, as visually-impaired personnel recover; at day 3,
the unit reaches 80% effectiveness; and, after day 1, at least 50%
effectiveness is shown.

Figures 5 shows the results of an artillery attack against the Attack
Helicopter unit. The Helicopter unit shows about a 10% additional
reduction in initial post-attack effectiveness, which might be due to this
unit's higher-than-average sensitivity to vision effects. Current therapy
fails to restore the Attack Helicopter unit. With pyridostigmine
pretreatment, the unit is restored to near-full-combat effectiveness.
However, they are less than 80% effective for 18 days. Anticonvulsive
therapy restores the unit significantly by the 5th day. Nerve agent
antibodies notably enhance the performance of the unit. Initial loss of
effectiveness (25-35%) is less than with other therapies. The unit is
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restored to greater than 80% effectiveness in 3 days or less and to more
than 90% effectiveness in less than 4 days.

Conclusions: Current therapy is only marginally effective under the attack
conditions studied, and fails to return to duty the number of casualties
required to restore combat effectiveness. Current therapy augmented with
pyridostigmine pretreatment will eventually restore combat effectiveness.
Without personnel replacements, however, unit recovery will take several
weeks. This latter result can probably be accounted for as follows: while
atropine plus 2-PAM with pyridostigmine is effective in restoring AChE
levels, other effects of nerve agents extend the recovery period of some
casualties. Even so, over a 30-day period, this therapy is effective in
ultimately restoring combat effectiveness. Current therapy augmented with
pyridostigmine pretreatment and anticonvulsive therapy significantly
improves units' time of recovery to combat effectiveness. Only one-third
to one-half the time required with current therapy enhanced with
pyridostigmine pretreatment is required for recovery. We can reasonably
expect that use of nerve agent antibodies will further shorten unit
recovery times. Other comparisons in the study not detailed here indicated
that no therapy option is sufficiently effective to permit troops to
operate in a high chemical threat environment without physical protection.
No unit studied under MOPP 0 conditions was restored to combat
effectiveness during the study period.

EVALUATION OF SLEEP DISCIPLINE TO SUSTAIN UNIT PRODUCTIVITY

"Continuous operations," as defined in U.S. Army Field Manual 22-9,
is continuous land combat with so e opportunity for sleep, although this
sleep may be brief or fragmented.T The successful development and
application of a doctrine for managing sleep and alertness in continuous
operations is essential to success on the battlefield. The potential
technological advantages of night vision and electro-optical devices for
all weather operations increase the potential for continuous operations.
With limited combat personnel available for future contingency operations,
the U.S. Army cannot expect to conduct continuous operations by rotating
personnel in shifts or by fighting soldiers and units to exhaustion and
replacing them with fresh personnel (WRAIR Technical Report No. BB-87-1).

To be successful, the combat unit must maintain an efficient balance
of sleep and work in order to sustain high levels of productivity in
continuous operations. Ideally, every individual would receive adequate
sleep to maintain effective performance on a daily basis; this performance
must be maintained in all activities during the day. Nominally, the amount
of sleep necessary to do this depends on the individual and the tasks to be
performed. Continuous operations are routinely conducted by U.S. Navy,
U.S. Air Force, and U.S. Army aviation units with 6-8 hours of sleep in
every 24-hour period. It is difficult and potentially dangerous to conduct
unit level exercises to evaluate the long-term impact of the continuous
operations with different sleep disciplines. Laboratory measurements of
effectiveness on experimental tasks do not readily translate into %
performance of tasks necessary to maintain operational effectiveness. As a
step to examine the implication of different sleep disciplines, an effort
was undertaken to define, develop, test, and evaluate a methodology to
incorporate sieep into the AURA model. This effort was completed in
October 1989. Since that time other improvements have been incorporated

137



Hursh, McNally

in the sleep modeling process and results are summarized here.

Objective: The objective of this study was to determine the impact of
alternative sleep regimens on two Army units, one performing a mixture of
physical and cognitive tasks, the other performing primarily cognitive
tasks. The units selected were the M109 Artillery Battery and the
Headquaters Unit, see Table 4. The greatest impact of sleep deprivation is
evident in soldiers performing cognitive tasks as opposed to those
performing strictly labor-intensive tasks. The results from the
Headquaters Unit, which arranges primarily cognitive tasks, served as a
"worst case" view of the effects of sleep deprivation.

Approach: The AURA methodology was used to measure the impact of sleep
deprivation on each unit's performance. The AURA model determines, for a
given unit under a given set of conditions, unit effectiveness in
performing a pre-specified mission. This effectiveness value was used as a
measure of performance for the current study and a basis of comparison for
the cases studied.

Sleep Methodology: The sleep methodology within AURA has been documented
in an earlier report. 9 A discussion of this methodology and of the
modifications made to the methodology during the course of this study will
be included in this report.

In the sleep methodology used for the previously referenced studies,
there were six key variables to identify the sleep cycle within AURA.10
These variables included the definition of the unit of effective sleep, the
maximum allowable accumulation of these effective sleep units, the level of
sleep units which are equivalent to 100% effective performance, and the use
rate of effective sleep units during work activities. The final variable
used in the methodology was the size of the reservoir of effective sleep
units that can be saved for use at a later time. Three additional
variables were developed for use during this analysis. These new variables
included a parameter to specify a required work period. This variable
allowed us to control sleep periods more easily and directly than did the
previous methods of adjusting the minimum sleep units needed to remain
awake. Two other variables were added to the AURA model to allow the
representation of individual variations in required sleep. These will be
discussed in detail in the section on the AURA methodology.

Sleep Accumulation Function: The basic sleep accumulation function is
constructed in four segments (see Figure 6). For the first 10 minutes, no
"minutes of effective sleep" are generated; for minutes 10 through 30, a
person is given half-credit for the amount of time asleep (i.e., 10
minutes). So a person at 30 minutes into their sleep period will have
accumulated 10 "minutes of effective sleep," reflecting the fact that
individuals do not start deriving full benefit from sleep until 30 minutes
after they have fallen asleep. From 30 minutes until the point where they
have made up 80% of the difference between where they started at the
beginning of the sleep period and maximum extent of their reservoir (that
level defining full restedness), a person is able to accumulate effective
sleep on a one-to-one basis one minute of effective sleep for each minute
asleep. After replenishing 80% of the deficit, a person only accumulates
half of a minute of effective sleep for every minute the person sleeps.
The benefit to be derived from any period of rest is calculated by solving
a set of simultaneous equations described in the main report. For example,

138



Hursh, McNally

if a person is in balance working
18 hours and sleeping 6 hours,
during that 6-hour sleep period he Sleep Accumulation Function
would accumulate 283 1/3 effective ,Mo tlvo.
minutes of sleep and be at maximum 4W

sleep accumulation at the end of
the sleep period. If a person was 30 ..................... ..........................

very tired, having worked more
than 18 hours, then a 6-hour sleep at which I .... are......... based
period could potentially yield 340 10 ...... ...... ................................
"minutes of effective sleep" in a
6-hour period because the .....
reservoir remained below the 80% Dpte2 3 4 Be6h o Bioloy oi
threshold of diminishing returns. oHurs
Finally, once a person sleeps
sufficiently long to reach the 81t t ro
maximum of their reservoir, 4 H- -4- ge H.,.

further sleep accrues no further
benefit to the sleep accumulation Figure 6. Sleep Accumulation Function
function.

Work Degradation Function: The rate at which sleep units are used is based
on the-observations of degradations in performance in individuals deprived
of sleep over extended periods. The Department of Behavioral Biology of
the Walter Reed Army Institute of Research has observed that the maximum
time that a person can work without effective rest is 4 days. Measures of
a variety of mental (cognitive) tasks indicate that the rate of correct
performance declines an average of 25% per day.

It has also been observed that a person in their normal sleep cycle
(where they are in balance) will be able to retain 100% performance in
their every day of work in that environment. A person that has a nominal
sleep requirement of 6 hours of sleep/18 hours of work Will still perform
at 100% of their capability at the end of the 18-hour work period. with
these limits in mind, assuming work is to continue, we modeled a linear
drop in the effectiveness at which they were able to perform their job.
For this analysis, all jobs in the Headguaters Unit were considered to be
cognitive and, therefore, subject to a performance degradation of 25% per
day without effective rest. The Artillery Unit was represented by a range
of degradation functions corresponding to the mix of both physical and
cognitive tasks; maximum degradation for any task was 25% per day.

Sleep Requirements Distribution: In order to model individual variations
in sleep requirements, the differences in sleep balance points for in-
dividuals were assigned according to an approximate normal distribution of
requirements. The distribution of sleep requirements was categorized into
four classes:

* 10% of the unit was assumed to require 7.5 hours of sleep

9 40% of the unit required 6.5 hours of sleep

* another 40% of the unit required 5.5 hours of sleep

0 10% of the unit required 4.5 hours of sleep
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The above factors resulted in an approximation to the normal
distribution with a mean of 6 hours and a standard deviation of 45 minutes.
The differences in sleep balance point required an adjustment to the size
of the reservoir for individuals performing different jobs. The absolute
rate at which "minutes of effective sleep" were used was individualized to
reflect both the rate of use imposed by the job and the adjusted size of
the reservoir for the individual.

Sleep Disciplines Considered: We evaluated a series of sleep regimens or
disciplines that represent different doctrinal prescriptions of sleep per
day. For the Headquaters Unit we examined 4, 6, 8, and 10 hours of sleep
per day; for the Artillery Unit we tested regimens of 4, 5, 6, 7, 8 and 9
hours per day.

Unit Effectiveness and Productivity: The prime output of AURA for this
study was unit effectiveness at 4 hr intervals across a 20 day continuous
operations scenario. When the unit was at work AURA estimated the
effectiveness of the unit given the current level of fatigue computed as
described above. When the unit was taking sleep according to the
prescribed discipline, AURA portrayed the unit at zero effectiveness. For
any given sleep regimen, AURA depicted the effecLiveness of the unit when
awake and the duration of zero effectivenss when the unit was asleep. Each
unit under each regimen showed a daily cycle of work and sleep for 20 days.
we calculated for each day an average hourly productivity that reflected
both the quality of performance when awake (degraded perhaps by fatigue)
and the duration of scheduled sleep. Note that increases in the length of
sleep imposed a trade-off; the increased sleep improved performance when
awake but lengthened the period of zero productivity when asleep. By
comparing average productivity across the range of sleep regimens, AURA
provided an estimate of the optimal sleep discipline that maximized
productivity.

ARTILLERY UNITHeadquarters Unit ARTILLERY Uxft

Therma I /Sleep AWSPe16 -61 tW&
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Figure 7. Tasks Completed, Figure 8. Rounds per Day, Artillery

Headquarters Unit Unit

Results: Figures 7 and 8 show the impact of sleep deprivation for a twenty
day period. The Headquaters unit (Figure 7) is required to perform 26 fire
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support tasks per hour. Thus, the Y-axis illustrates the number of fire
support tasks completed per day for each of the different sleep regimens.
In all cases, the effects of sleep deprivation clearly drive the unit's
ability to complete its mission cver the 20 day period. Of the disciplines
studied, 8 hrs of sleep produced teh greatest sustained productivity. Six
hrs of sleep produced greatest productivity for scenarios lasting less than
10 days. Four hrs of sleep sustained performance for only 3-4 days.

Artillery Unit Productivity

Maximum decrement 25 percent per day
No personnel crosstraining
Not allowed to sleep past end of sleep period

P4
a

Figure 9. Productivity of Artillery Unit

The performance of the Artillery Unit (Figure 8) was less affected by
marginal levels of sleep (eg. 4 hours) compared to the Headquaters Unit,
primarily because of the generally less cognitive nature of the tasks and
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the unit's ability to perform its mission with several alternative work

strategies. Nevertheless, performance became unacceptable after 4 days Of
continuous operations. Seven hrs of sleep produced optimal performance for
two weeks, while eight hours of sleep sustained the unit indefinitely. For
both units studied, sleep regimens greater than eight hrs were actually
detrimental to overall unit productivity by scheduling more sleep than
necessary.

Figures 9 graphically illustrates the impact of various sleep
disciplines on the Artillery Unit. These results show that the 4, 5 and 6
hour sleep regimens are not sufficient to prevent sleep deprivation effects
on unit performance. While the 9 hour sleep regimen provides optimal
performance during work periods, a 7 to 8 hour regimen provides the
greatest overall productivity over the 20 day period.

Conclusions: Seven and 8 hours Of sleep provide Sustained performance
levels for long term operations. Six hours of sleep provides high
performance for up to 10 days, ogut is subject to accumulated degradation in
the level of performance over time. Four hours of sleep provides highest
levels of performance for short bursts of activity, but after a few days
the unit will lose combat effectiveness and require a respite to recover.
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High Bandwidth, Wide Field of View Lasercom Demonstration

Dr. John C. Johnson
USASDC, Advanced Technology Directorate,

Huntsville, AL 35807-3801

Abstract
Laser satellite networking is a key element of effective

communications operations to support both strategic and tactical missions.
Lasercom offers a number of important advantages over conventional RF
satellite communications. The shorter wavelength available using lasers
provides higher data rates at less power and smaller apertures, both
resulting in lower weight requirements. On the other hand, lasercom entails
more difficulty in acquisition and tracking beceuse of the narrow beams
used. Technology problems to be overcome before intersatellite laser
communications can reliably outperform RF communications include
acquisition in the presence of significant background light from the earth,
tracking to resolutions of a few microradians, high speed modulation of
semiconductor lasers with close to one watt of power in a diffraction
limited beam, high bandwidth low noise detector response, and demonstrated
long term performance. We have developed critical technologies to solve
some of these problems, and demonstrated them in a laboratory testbed which
also supports development and testing of network protocols and algorithms.
Our hardware provides new capability in background light rejection by using
innovative atomic line filter technology, improved tracking accuracy by
using innovative zero backlash Roto-Lok drive gimbal telescopes, and
increased communications bandwidth by incorporating multi-link networking
protocols.

Introduction
For communications between satellites, higher data rates (> I Giga

bits/sec) can be achieved using optical laser communications than is
possible using conventional Radio Frequency (RF) transceivers
(approximately 20 mega bits/sec). In addition, these data rates can be
achieved by using less power, and smaller mirrors (and thus at less weight)
by using optical frequencies instead of RF carriers for the signal. The
reason for this is because of the divergence of the beams which is
proportional to the wavelength in the diffraction limit, and can be made
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much smaller for the laser transmitter. The laser has a wavelength on the
order of one ten thousandth that of the RF signal. The disadvantage of
using narrow beams is that acquisition and tracking become more difficult
since only very small pointing errors can be tolerated.

Small laser divergence results in smaller size, weight, and power as
well as resulting in a lower probability of intercept and a high resistance
to jamming.

A typical RF system requires a 3 meter dish antennae with 150 watts of
transmit power. The overall RF system would weigh approximately 340 pounds
and require on the order of 350 watts. A typical laser system would
require a relatively small telescope (0.15 meter) and a relatively low
transmit power (1 watt) with a data rate capability of 1000 mega bits/sec.
The overall laser system would weigh approximately 150 pounds and require
on the order of 100 watts.

The overall program goals and achievements are summarized in figure 1.
The primary objectives were to demonstrate several critical technologies
which would enhance the feasibility of fielding a laser satellite
communications network. The first innovation is acquisition in background
light usivy an Atomic Line Filter. The second innovation is the use of
high data rate simultaneous video and digital data. The third innovation
is the use of a lightweight, low cost Roto-Lok drive gimbal. The fourth
innovation is the development of a high bandwidth, high accuracy tracking
system.

Following the demonstration of these critical technologies an
additional goal was to integrate all the critical technology components
into a laboratory testbed for the purpose of demonstrating the simultaneous
operation of all necessary components. This testbed was designed and laid
out such that upgrades to the system are easily accommodated. The testbed
was also designed to accommodate networking protocols and algorithms. The
testbed as shown in figure 2 consisted of three nodes with laser
transceivers and two additional nodes which were hard-wired to simulate
laser transceivers for the purpose of evaluating network protocols and
algorithms.

The optical path of the laboratory laser transceiver is shown in
figure 3. A beacon for acquisition and tracking diverges from a small
aperture and has a wavelength of 852 nano meters matching an atomic line
filter. The tracking signal is received through a four inch aperture and
locked on to with wide and narrow field of view cameras. The four inch
aperture is shared with the transmitted and received communications beams
at 780 nano meters, which are separated from the 852 nano meter tracking
signal using a dichroic mirror. The communications rate versus range for
the laboratory transceiver is shown in figure 4. Increased data rates
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SOW PROGRAM

GOAL PARAMETER SPECS ACHIEVEMENI

Demonstrate Critical Technologies Field of View 10 mrad 14 x 19 mrad

- Acquisition in background light using Atomic Line Filter A), Bandwidth 0.002 nm 0,0024 nm

- High data rate optical communications Efficiency 0.25
(dioda laser, Aptl Video Carner Frequency 1.2 GHz 1.206, 1.212 GHz
(diode laser, APD) Simultaneous Data 50 MBPS 50 MBPS
(U of D scheme for simultaneous video and digital) Separate Digital Data --- 1 GBPS

- Lightweight, low cost Roto-Lok drive gimbal
- High bandwidth, high accuracy tracking Open Loop Pointing 100 pIrad 80 1jradClosed Loop Pointing 10 tirad 7 irad

Bandwidth > 6 Hz
Integrate Laboratory Test Bed

- Demonstrate simultaneous operation of necessary # of Transceivers 3 3
components # of Nodes 5 5

- Provide facility to incorporate upgrades I of Links 10 10

Support networking protocols and algorithms U of F Tested Algorithms --- 3

Figure 1: Program Goals and Achievements

TRACKING GIMBAL

-COMMUNICATIONS
LASER LINK • TRANSCEIVER

OPTICAL BENCH

S_• IODE 5

NOD~tN NOOE

S NODE3

NODE • •LINK SIMULATOR

Figure 2: Interactive Laboratory Demonstration Testbed
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TRANSMIT BEACON, FIBER OPTIC ATTENUATED

852 nm -60 mW OPTICALBECN-15M

ISOLATORNOW M'IrERRENCEIV

TO REFERENCE COMMUNICATIONS
CELL /) I•TRANSMITTER/RECEIVE R

•COUDE OPTICS TRACKING RECEIVER

O10 APERTURE
POLARIZATION COMMUNICATIONS

COMMUNICATIONS r--" c-..1 n c >0

TRANSMIT LASER 78 I PCNT AHEAD 852CKING
CESIUM ATOMIC LINE FILTER

INTERFERENCE FILTER OREWREDTCR

APD ~ ~ ~ ~ ~ ~ RDRWR DETECTOR = 4 I-11 OIINFRFS0

CCD CAMERA 340 x 440 prad CCD

NOMMUNIC A RROWS F RACINWIDE FOV ACQUISITION

Figure 3: Laboratory Transceiver Optical Path

1'3 cm telescope, area A = 0.006 in
2
, diffraction limited divergence e = 14 prad

Transmitter peak power P0 = 200 mW (currently realistic, 850 nm]
Transmit efficiency 1o= 0.5, receive efficiency 1,-= 0.5

Mispointing efficiency Tit= 0.5 (5 irad mispoint)
Avalanche photodiode detector with 60 photons/bit for 10"e BER (currently realistic at 10-50 MBPS]

EQUATION:

Data rate = Pollolirli x4.2 x 1018 photon x 1 Mlit = 6820x101° MBPS km
2

x(6/22 R2 W. sec 60 x 10
8

photons R

S",,. increased Data Rate _

TRASMI LoAS5Ecm 0,2ý =_W C!NoHE RAKN

III

DISTANCE RE (1000 kin)

Figure 4: Communications Rate versus Range for Laboratory
Transceiver (solid line) upgraded to currently available 200 mW
peak power transmit diode laser. Increased data rates (dashed line)
are possible with a higher poweri laser or larger aperture.
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available are shown in figure 4, dashed line, if a higher power laser is
used or a larger aperture is used. Data rates of one giga bits per second
are possible at ranges of greater than 10,000 kilometers.

Technical Approach
The three major technical requirements for a free space laser

communications system are the ability to do fast acquisition, high accuracy
tracking, and high data rate, high reliability communications. Fast
acquisition is necessary in a network because links must be broken and
reformed as satellites travel in different orbits around the earth, and
acquisition should occupy a small fraction of the total link time. Our
approach to acquisition is to open up the receiver field of view to about
1 so it is large enough to view the acquisition beacon from the other
satellite based on initial ephemeris information without excessive
scanning. To have such a wide field of view with the earth in the
background requires the use of an extremely narrow bandwidth filter, such
as the atomic line filter demonstrated in this program. For high data
rate, high reliability communications, we choose direct detection of a
modulated laser diode using a low noise avalanche photodiode. Finally, for
high accuracy pointing and tracking, we have incorporated the zero backlash
Roto-Lok drive.

The background light problem to be overcome in the acquisition stage
is illustrated in Figure 5. One satellite (for instance in geosynchronous
orbit) is trying to acquire the tracking beacon of another satellite (in
low earth orbit) with the sunlit earth in the background. The
instantaneous field of view (FOV) which can be stared at with the
acquisition CCD camera depends on the amount of light from the beacon,
compared to spatial variations in the amount of light from the earth,
reflected off of bright objects such as clouds or dark objects such as the
ocean. By minimizing the amount of this background reflected light getting
to the receiver, the field of view can be maximized. Signal to noise
ratios for a given camera pixel are compared for three different light
rejection filters. A background earth radiance (clouds) of 0.2W/m2 nm sr
is assumed.' For sub-pixel accuracy pointing, a signal to noise ratio
(s/n) of better than seven is desired. For the baseline parameters given
in the figure, the interference filter (bandwidths - 2nm) gives a s/n of
0.5 at the desired 10FOV. Atomic line filters2 can reduce the light
transmission bandwidth by a factor of 1000 to 0.002 nm. One image
preserving line filter developed under this program achieved this
bandwidth . Disadvantages of this filter include the necessity for an
extra pump laser, and a low efficiency of 0.5%. Ideally, the filter would
have a high throughput efficiency, be simple, and have a bandwidth close to
0.O5nm so that the transmit beacon wavelength would not have to be adjusted
for relative Doppler shifts between satellites. We have identified a
filter which meets these goals and gives a s/n of 7 out to a field of view
of 20. It is called a Faraday Atomic line filter .
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Figure 5: Increased Acquisition Field of View with Atomic Line
IPilter. Background light from the sunlit earth is blocked 100
times better than with an interference filter, allowing a ten
times wider instantaneous field of view.
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Figure 6: Principles of Faraday Atomic Line Filter Operation.
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of the signal wavelength is rotated, allowing it to pass through
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Operational principles of the Faraday Filter can be understood by
reference to Figure 6. Basically, it consists of a sandwich comprised of
two crossed polarizers on the outside and a cesium vapor cell in a magnetic
field on the inside. Except at a specific wavelength (852 nm)
corresponding to an absorption in the cesium vapor, background light is
unaffected by the vapor cell, and effectively blocked by the crossed
polarizers. For wavelengths very near the 852 nm absorption, however, the
polarization of the light can be rotated in the vapor cell, thus allowing
it to pass through the second polarizer. The path of the light is
unaffected, so spatial and temporal information is maintained. The basis
for the polarization rotation is the resonant Faraday effect. Because of
the applied magnetic field, the index of refraction (and thus propagation
velocity) is different for right and left circularly polarized light. A
phase delay of 1800 is equivalent to a linear polarization rotation of 900.

Measured and calculated transmission spectra for a Faraday Filter are
shown in Figure 7. We measured a transmission efficiency of 48% for
polarized light. (Because of Fresnel reflections, for which AR coatings
could be, but were not applied, the optics themselves only had a throughput
efficiency of 54%). The total integrated bandwidth for background light
was 0.007 nm for temperature T=80° C, magnetic field B=100 Gauss, and path
length L=1.2 cm. As shown for 1200 C and 200 Gauss, the transmission
spectrum is affected by the temperature and magnetic field. Our
experimental results and theoretical calculations agree in detail. Our
calculations indicate that a central flat passband about 6 GHz wide can be
made under appropriate conditions. Intersatellite Doppler compensation
requires about +6 GHz, so the transmit beacon wavelength would only need to
toggle between a "moving away" and "coming toward" position. For space
applications, permanent magnets would be used, as for the 600C, 250 Gauss
spectrum in the upper right hand corner.

For efficient high data rate communications (minimizing transmitter
power requirements), we plan to use digital modulation of the transmit
laser, and direct detection using an avalanche photodiode. An atomic line
filter is unnecessary for the communications channel because the
transmitter is more collimated (than for the acquisition beacon) and the
receiver field of view is small. We were able to reliab y transmit and
receive a repeating digital waveform at I GBPS in the laboratory to
demonstrate laser modulation and detection at these speeds. For
demonstration purposes, we simultaneously transmitted digital
communications at 10 MBPS (used to test networking algorithms) and video
signals upconverted to a 1.2 GHz carrier frequency as shown in Figure 8.
By monitoring the video channel, we could see pointing, acquisition,
tracking, and establishment of high data rate communications in a time
scale of about two seconds.

For very high data rates over long ranges, the transmitted
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Figure 7: Performance results of Faraday Filter. The transmission
spectrum is a function of cesium temperature and magnetic field.
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communications laser divergence must be minimized, and the transceiver
telescope must be pointed accurately within a few microradians. For
accurate closed loop tracking in the presence of satellite jitter, a very
low backlash, very high stiffness steering mechanism must be used.
Possible choices include a direct drive motor, an offset gear drive, and
the Roto-Lok cable drive, which we have chosen. A direct drive requires
very high torque (and therefore weight and power) and imparts considerable
angular momentum to the host structure. A gear drive is very difficult to
make backlash free and will impart jitter to the platform. The Roto-Lok
drive overcomes the problems inherent in the other drive systems.

Figure 9 shows a cutaway view of the Roto-Lok drive gimbal developed
under this program, and shows the principles of its operation. A drive
motor shaft (or Capstan) is coupled to a large moving circular platform
(drum) with many cables (eight for our transceivers). The cables are
attached to the drum at their ends, wrapped around the drum, and once
around the capstan. Friction keeps the cable from slipping on the drum or
capstan, so that as the capstan turns, the drum turns with it. Since there
are many cables, any imperfections on individual cables are averaged out,
minimizing backlash well below that of gear driven systems with no weight
penalty. Cable stretch is minimized because the free span between friction
points is very small. Finally, the capstan and drum turn in opposite
directions at different speeds determined by the turndown ratio of their
relative diameters. By designing the relative moment of inertia to be in
this same ratio, a reactionless drive system imparting no angular momentum
to the host satellite platform can be built.

The tracking control system used in the laboratory testbed is
described in Figure 10. Initial pointing was done with reference to a
shaft position encoder on the drive motor, with an angular position
resolution of 65 micro rad (later upgraded to 1.25 micro rad). After
acquiring the beacon laser (in the presence of simulated background light)
closed loop tracking was accomplished by centroiding on a CCD camera with a
1 degree field of view behind an atomic line filter. Fine tracking was
done with a second camera with a 400 micro rad field of view. Tracking
performance is shown in Figure 11. With the high resolution shaft position
encoder, a tracking accuracy of 7 micro rad at a bandwidth of about 6 Hz
was achieved, compensating for atmospheric fluctuations in the room. The
bandwidfh was probably limited by the 60 Hz camera readout rather than the
Roto-Lok drive. In further tests incorporating a fast steering mirror and
a quadrature avalanche photodiode detector, tracking accuracies of about I
micro rad were achieved at bandwidths of about 100 Hz. Such a system may
be needed for I GBPS communications at 42,000 km (geosynchronous) ranges.
However, as described later, useful data rates and ranges should be
achievable with much less complexity and at lower weight using the Roto-Lok
drive gimbal alone.
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0 The capstan is placed near the drum to increase
stiffness by reducing the free span of cable
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Figure 9: Roto-Lok Drive Gimbal Telescope Principles. Multiple
cables wound around the motor shaft (radius r) and the drum
(radius R) couple them together in a near zero backlash
configuration.
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Figure 10: Tracking Control System. The control loop uses
centroiding offsets from the wide or narrow field of view
cameras to null the gimbal to the appropriate shaft position
encoder count.
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PARAMETER S.O.W. TRANSCEIVER HIGH RESOLUTION
1 &2 TRANSCEIVER 3

Wide Acquisition Field Of View 10 mrad 14 x 19 mrad 14 x 19 mrad
Narrow Tracking Field Of View - 400 prad 900 prad
Gimbal Pointing Accuracy (Open Loop) 100 prad -400 prad -80 prad
Gimbal Pointing Jitter (Open Loop) - ± 65 prad _ 1.25 prad
Tracking Bandwidth - -6 Hz -6 Hz U"GRAD6
Tracking System Accuracy (Closed Loop) 10 prad -65 prad -7 pradTO 100 HZ

,o ÷ -- - •- - - --- - ,o -

(not
l- L _

TIME (,,s) TIME (ms)

OPEN LOOP ATMOSPHERIC JITTER CLOSED LOOP TRACKING

Figure 11: Tracking System Performance. With the narrow field of
view camera and 1.25 micro rad resolution shaft position encoder
better than 7 micro rad pointing accuracy was achieved at 6 Hz.
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Figure 12: Diode laser wavelength stablization with optical
feedback. The laser wavelength is matched to the atomic line
filter passband using optical feedback through a second filter
which is part of the laser cavity.
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A final technology issue which needed to be solved for our atomic line
filter based system was stabilization of the diode laser acquisition beacon
to the wavelength passed by the filter. This can be accomplished by tuning
the laser by changing its temperature and current, and closing an
electronic control loop based on transmission through a reference filter.
However, the temperature and current resolutions necessary are much less
severe if optical feedback, as shown in Figure 12, is used. If some of the
laser light is diverted through a Faraday filter (matching the receiver of
interest) and reflected back into the diode laser it can automatically
stabilize the laser at the wavelength of interest. The figure shows
results uf a heterodyne experiment showing such locking taking place on one
of the Faraday Filter Transmission Peaks.

Conclusions

Laser communications shows great promise for achieving high data rate,
low probability of intercept, links between satellites. A network of
surveillance and communications satellites incorporating lasercom could
reliably and rapidly transmit critical information around the world, as
well as to and from high flying aircraft with short range radio links to
the ground. Lasercom promises data rates above 100 MBPS at significantly
lower power and weight (and therefore launch cost) than is possible with
radio frequencies. In this program we have demonstrated innovative
technologies which address some of the technical issues associated with
intersatellite lasercom, including rapid acquisition, even in the presence
of background light, high accuracy pointing and tracking, and high data
rate communications. Because of these accomplishments, free space laser
communications is ready to come out of ihe laboratory for implementation,
first in aircraft to aircraft links where high data rates are needed, and
then in space.

To demonstrate the feasibility of lasercom in comparison to radio
frequencies, reliability will be of critical importance. Therefore, a
prototype deployable system should be simple and redundant, demonstrating
significant data rates (20 MBPS) at significant range (5000 km) in a
compact, light weight package. Figure 13 shows a functional design for
such a system. First, optics are not shared between transmitter and
receiver, eliminating complicated systems to avoid cross-talk. Second, the
doubly redundant communications and acquisition transmitters have increased
divergences (100 micro rad and 1 milli rad respectively) to reduce pointing
accuracy requirements to 40 micro rad. This can be accomplished with a 10
FOV, 256 x 256 pixel, 200 Hz readout CCD coupled to the Roto-Lok drive,
eliminating the need for a complicated tracking system. (Sub pixel
pointing accuracy is easily achieved). Because of increased laser
divergences, small transmitter optics can be used. All lasers and
detectors can be mounted directly on the gimbal telescope, increasing
efficiency, and reducing interface complexity. Heat can be pumped to the
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TRACKING Wide field of regard gimbal
CCD Doubly redundant

No shared optics between transmit and receive.
COMMUNICATIONS no Coude optics

FARADAY APO Easy to integrate
FILTER 1.2 cm tracking beacon. 50 mW. 1 mrad

divergence
2.5 cm communications laser. 100 mW,
too prad divergence

* 7.5 cm receiver
- Tracking through 0.05 nm ALF

256 x 256 pixel, 200 Hz CCD

20 mrad IFOV, 40 prad tracking
- Communications through APD

200 prad FOV
- Point ahead done with CCD centroding

* Data rate 20 MBPS at 5000 km
- Weight - 40 lbs
Power - 40 W

Figure 13: High reliability, light weight transceiver prototype.
Doubly redundant system for reliable lasercom demonstration, with
greatly simplified optical path (no shared transmit/receive optics).

ASSUMPTIONS:
Double redundancy, calculate for single fuictioning components
7.5 cm receive telescope, area A = 0.004 m

2

Transmit Divergence 0 = 100 prad
Transmitter peak power P. = 100 mW (currently realistic. 850 nm(

Transmit efficiency T1o= 0,5, receive efficiency Tr, = 0.5
Mispointing efficiency rip= 0.5 (42 prad mispoint)
Avalanche photodiode detector with 60 photons/bit for 10.0 BER [currently realistic at 10-50 MBPSJ

EQUATION:
DtratePotort11ix 4.2x 1 )' photon _x __ =4_4_x___M_.jSM2
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Figure 14: Data Rate versus Range for lightweight transceiver prototype.
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cold side of the gimbal using heat pipe technology. Light weight permanent
magnet Faraday atomic line filters will be used for background light
rejection for acquisition and tracking. Finally, the gimbal telescope
system will be mdde reactionless using the Roto-Lok drive technology, so
that minimum angular momentum jitter is transferred to the host satellite.
Data rate versus range for the transceiver prototype described in Figure 13
is shown in Figure 14. All components are currently available
commercially, with the rated noise figures. Although the proposed system
is doubly redundant, the data rate is based on only one set of components
being functional, and would be higher if all components were active.
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1. BACKGROUND

Hypervelocity gun launcher (HVL) technology requirements have been identi-
fied both for future ground-based terminal defense (TD) as well as tactical kinetic
energy (KE) applications.' 2 The common element of an HVL launch for both types
of systems is a high projectile velocity leading to short times of flight and increased
kinetic energy on target. In the TD application, short time of flight offers quick
reaction intercept capabilities against leakers, targets which have penetrated longer
range defense architecture. HVL could permit several guided projectiles to be fired
from a single launcher or from multiple launchers during a single engagement.
Compared to conventional guided missile systems, the absence of rocket motors
and warheads would make projectiles less expensive, and offers the potential of
reducing the cost of an engagement, even when several projectiles are launched to
increase the probability of success. In the tactical area, increased velocity is
important in defeating state-of-the-art armor protections at extended ranges and
increasing hit and kill probabilities against maneuvering targets. Both electromag-
netic (EM) and electrothermal-chemical (ETC) devices have been under study as
candidates for HVL. Though ultimately limited in performance as compared with
EM, ETC propulsion is generally accepted as the near-term electric solution to the
HVL problem .
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Most of the developments in ETC propulsion have taken place since 1985.
Initial efforts focused on plasma controlled bulk loaded liquid or gelled propellant
systems. Recent work has yielded interesting results with a solid propellant variant
of ETC (SPETC). This paper describes SPETC results which may form the
technical basis for a future point-defense element in a terminal defense architec-
ture for theater or national missile defense. While the technology described is
focused on the mission area defined by the Corps Surface to Air Missile (CORPS-
AM) operational requirement document, it is equally applicable to the anti-armor
and air defense roles.

2. INTRODUCTION

One attractive feature of ETC propulsion is the possibility of using existing gun
tube and mount technology to attain greater muzzle energies than obtainable from
conventional guns. A schematic description of a solid propellant ETC gun system
appears in Figure 1.

PLASMA
INJECTION

ME•IMN

NEWRFORMINGI

APOWER|
SUPPLY

Figure 1. Schematic Description of a Solid Propellant ETC Gun.

In addition to the gun tube and mount, a SPETC gun includes an electric
pulsed power source, usually in the form of a pulse forming network (PFN), and a
plasma injector linked appropriately to the ammunition cartridge to assure ignition
of the propellant charge and control of the interior ballistic (IB) process.

The rationale of the ETC concept is that electric control of the IB process can
lead to optimum ballistic progressivity, usefully burning greater amounts of propel-
lant by plasma injection at key points in the IB process." Calculations at the
Ballistic Research Laboratory indicate a potential muzzle energy increase of
25-45% for SPETC vs. optimized conventional solid propellant guns. The data
presented below were obtained as part of a joint U.S.-Israeli R&D effort on SPETC
guns. The following main issues will be addressed:
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1. Electrical plasma sources.
2. The 60-mm experimental gun.
3. Plasma jet - solid propellant interaction.
4. Methodology for improving IB acceleration processes.
5. Experimental results showing improved SPETC guns performance.

3. ELECTRICAL PLASMA SOURCE

It has been known that an electrical discharge in a dielectric tube can operate
as a plasma jet generator in a pre-determined, controlled manner.4 The electrical
energy is converted into thermal energy by establishing an electrical discharge in a
dielectric tube. This discharge develops a high pressure and high temperature
plasma which emerges in the form of a plasma jet through a hollow electrode, into
the gun chamber. A schematic view of the device is shown in Figure 2.

Plasma jet

F1 
osmbeinsulator

Composit insulating sleeve
SSteel container

PS I - Capillary length
hy- Radiation
A - Ablated material

Figure 2. A Schematic View of High Pressure Iniector and Plasma Discharge.

A simple model which describes the discharge phenomenology and establishes
basic analytical relations between its main parameters has been developed.5 It
permits estimation of plasma temperature, pressure, density, and discharge
resistance as well as their dependence on parameters, such as tube radius, length,
and current density. These relations are used as practical design tools for plasma
jet formation systems matched to the driving power source.

4. EXPERIMENTAL SET-UP

The experimental data presented below were obtained using the 60-mm
SPETC gun. The main parameters of this gun are presented in Table 1. Figure 3
shows the basic construction of the device.
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Table 1. Specifications of 60-mm SPETC Gun

Breech volume 2,250 cm3

Projectile travel 3.60 m
Nominal projectile weight 1.35 kg
Nominal breech pressure 470 MPa (4,700 Bar)

4330
L W507 4 00 895 895 _ _ 1533 100-

Figure 3. The 60-mm SPETC Gun.

The gun is machined to incorporate an ammunition cartridge. It is mounted on
a cradle containing a recoil mechanism. A threaded breech housing allows the
insertion of a breech block. The electrothermal plasma injector is contained in the
breech block. The plasma generator is located at the base of the ammunition
cartridge permitting axial plasma injection. A flexible electrical connection links the
plasma injector and power supply. The power supply itself is comprised of several
PFNs. Each PFN can be discharged into the load independently as long as
impedance matching rules are used to guarantee a high transfer efficiency of
electrical energy to the plasma injector load. A maximum pulse length of four
milliseconds is possible.

Design rules have been developed to generate various pulse shapes as
needed for different experiments. One common pulse shape begins with a low
power, 100-300 MW, ignition pulse lasting for 2.5 ms, followed by an energy boost
at a 1-2 GW power. An example of such a "staircase" pulsed power shape is
shown in Figure 4.

In order to provide an efficient energy transfer, adequate impedance matching
between the plasma injection unit and network is required. Impedance matching is
done based on the plasma model5 using network simulation programs and appro-
priate discharge parameters. When properly done, ninety-five percent of the stored
electrical energy can be transferred to the discharge load.
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Figure 4. Discharge of Two PFNs to Generate a Staircase Pulse Shape Into a
Restive Load.

The following diagnostics are used to characterize SPETC experiments. The
electrical system is characterized for each PFN by monitonng the current, charging
voltage and voltage across the load. Internal ballistics and projectile kinematics
are mainly characterized by piezoelectric pressure gauges mounted along the
chamber and barrel. These sensors provide the history of the pressure behavior at
each location and the arrival times of the projectile at each pressure sensor in the
barrel. External ballistic measurements are made with a Doppler microwave
system.

5. THE INTERACTION BETWEEN PLASMA JETS AND SOLID
PROPELLANTS

A variety of tests involving propellant type, mass and geometry, projectile
mass, free volume in the chamber, and injected plasma characteristics were
performed. Initial efforts concentrated on the development of controlled ignition
and smooth ballistic pressure-time histories under plasma injection conditions.
Subsequent efforts involved a study of the effects of plasma injection on the
interior ballistic process. The data obtained have permitted a tailoring of conditions
to obtain enhanced plasma-augmented gun performance.

Early experiments with plasma injected into a cartridge containing a granular
propellant charge with no pre-arranged passage for plasma flow through the bed
resulted in uncontrolled burning and resultant pressure waves. Figure 5 shows the
results of such an experiment. A maximum breech pressure of 500 MPa, vs. the
200 MPa expected, was observed. This undesirable behavior is similar to conven-
tional ballistic situations involving localized charge ignition.
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Figure 5. Uncontrolled Burning Developed When Plasma was Injected With no
Passage for its Flow.

To avoid the uncontrolled burning phenomenon, plasma injectors were de-
signed to imitate conventional center core igniter geometry. This yielded far
smoother, more controlled ballistic processes. Ultimately, a low mass cellulose
acetate (CA) tube, axially located in the cartridge to maintain space for the plasma
to spread homogeneously through the charge, was adopted. This configuration
yielded the smoothest most reproducible IB pressure-time behavior. The impor-
tance of these experiments is the proof that essential design concepts used in
conventional solid propellant charges, i.e. avoiding localized ignition and providing
for distributed energy transfer in the charge, are applicable to the plasma-ignited
situation. This greatly facilitates control of the SPETC process.

Once these charge configuration effects on the plasma augmented ballistic
process were understood, a series of experiments were conducted to learn about
the influence of the amount of energy as well as the power of the injected plasma
on the ballistic process. In line with intuitive expectations, both pressurization
rate and maximum pressure attained were found to be functions of the power,
duration, and total plasma energy injected into the charge. Moreover, the process
proved to be well behaved, in fact quite large amounts of plasma energy, on the
order of 1.6 MJ, have been safely injected into the 60-mm cartridges filled with
solid propellant.

Effects of plasma energy on the IB process obtained using two types of igniter
tubes are illustrated in Figure 6. The breech pressure curves of four different
firings using the same amount of propellant are presented. Plasma injections of
300 and 500 kJ, respectively, were done using both metal-polycarbonate and low
mass cellulose acetate igniter tubes. An increase in pressure and rate of pressur-
ization is observed as the amount of injected plasma is increased, indicating
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enhanced propellant burning as a function of increased plasma energy. The CA
tube also led to faster pressurization. The effects of plasma power level on the
interior ballistic process were found to be similar. That is to say, the rate of
pressure rise as well as the maximum pressure attained in a given experiment
significantly increased as the power level of the injected plasma increased.

488r49-p (588 kJ) masless primer -

r48-p2 (389 kJ) massless primer

3008.0
. r36-pZ (•58 kJ) metalic

r35-p2 (308 kj) metalicl
:',.. '.. ", p," me r-

4 2888.9

1888Dependericy of the bailliasticc

1888.. .Process the mount of iNJ d
plasma and type of primer.

TIME

Figure 6. Effects of Primer Tube and Plasma Energy on the Ignition and Interior
Ballistic Process.

An interesting series of observations were made concerning ignition delay
times, that is, the time difference between the initiating pulse and the onset of
pressurization of the plasma augmented ballistic processes. Under plasma
injection conditions, ignition delays were found to be significantly shorter and more
repeatable than under conventional black powder ignition conditions. In addition,
as the amount of injected plasma increased, the delay between the trigger pulse
and pressure onset decreased. In otherwise identical experiments involving
injection of 34 and 150 kJ plasma energy, respectively, ignition delay times of 2
and 0.5 ms were noted. This is in sharp contrast to the 10-ms ignition delay time
obtained using a black powder igniter.

In summary, the effects of plasma on the ignition and combustion properties of
solid propellants seem to be well behaved. Plasma ignition appears to offer
shorter, more precise ignition delay times than conventional ignition. In addition,
increased power and energy levels of the injected plasma result in increases of
both the pressurization rate and the maximum pressure attained in the gun. The
significance of these findings is the experimental demonstrations of a new quantifi-
able mechanism for accelerating the IB process. In conventional IB this could only
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have been done using either smaller webs or a faster burning propellant composi-
tion.

6. METHODOLOGIES FOR IMPROVED LAUNCH USING THE SPETC
TECHNIQUE

Insights gained from the experimental data discussed above were used to
develop the strategy for obtaining improved SPETC gun performance. The
approach involved the delivery of plasma energy to the propellant charge at
various stages of the interior ballistic cycle. Two factors of plasma jet technology,
the high energy density of the plasma and the possibility of adding this energy in a
precisely timed and controlled manner, provide the opportunity of influencing the IB
process. In principle, the electrothermal energy can be added at the ignition
phase, before maximum breech pressure is reached, synchronously with maximum
pressure, or after maximum pressure is past. The basic idea governing the
addition of plasma energy is to "widen" the interior ballistic pressure-time profile as
close to the maximum pressure as possible, maximizing the area under the curve,
hence the work that can be done on the projectile.

Several strategies could be used for injecting a boost of electrothermal energy
to extend the maximum value of the pressure-time curve during the IB process.
This injection mode may last as long as the projectile senses the resultant pres-
sure rise. Most simply, the injection may be used to add energy to the gas in the
chamber to maintain the maximum pressure value for a longer time, thereby
enhancing its ability to do work on the projectile. Energy injected in this way would
indeed improve performance, though somewhat less efficiently than the chemical
energy of the propellant. Due to the size of PFNs, however, such an energy
injection strategy may not be ultimately desirable to the user community. If the
plasma energy is used to increase chamber pressure in later portions of the IB
cycle to Lelp burn propellant which would otherwise not have been consumed,
however, the plasma energy could be used more efficiently to do work on the
projectile. Such would be the case in using plasma augmentation to burn high
density charges with "oversize" web propellant in the gun. Similar arguments may
be made for energy addition according to a variety of injection profiles at other
stages of the IB process.

Given the complexities of the interior ballistic cycle, mathematical tools simulat-
ing the SPETC process are necessary to work out the potential quantitative
advantages to be gained from the various plasma injection strategies discussed.
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Accordingly, the experimental efforts were conducted in cooperation with a theoreti-
cal study modeling the SPETC process. The modeling is based on a lumped
parameter approach as in Corner.6 The basic IB modeling addresses the mass
and energy balance of the propellant and the gun; the propellant form function
behavior, i.e. surface area history, and its relation to the rate of gas production;
and the projectile dynamics and pressure gradient along the gun. In addition, other
factors such as heat loss, friction, and chambrage effects are addressed. As a first
approximation, it has been assumed here that the hot plasma jet injected into the
propellant bed interacts with the burning propellant indirectly, by affecting the
overall energetics of the system. Thus, in this model plasma injection appears as
an additional term in the gas energy balance equation. Computations performed
on this basis were sufficient to predict the basic behavior of the SPETC ballistics
process.

7. EXPERIMENTAL RESULTS AND DISCUSSION

With the empirically based insights into the effects of plasma on the ignition
and burning of propellant in hand and the theoretical IB model mentioned above, it
became possible to address the issue of tailoring the plasma injection to enhance
performance from a solid propellant ETC gun. Before discussing the data ob-
tained, however, it is important to define a meaningful baseline for purposes of
comparison. We begin with the premise that SPETC needs to provide tangibly
improved performance over current conventional capabilities. Given the interest in
using existing gun tubes for enhanced performance systems, the benchmark
adopted was the greatest muzzle energy that could be delivered by the same gun,
using the same projectile, at the same maximum pressure, using conventional
ignition and solid propellant charges. This is referred to as optimized conventional
performance. Based on these considerations, a muzzle velocity of 1,620 m/s was
established as the baseline for the 60-mm gun parameters described in Table 1.
The value was computed theoretically and verified against experimental firings.

The following set of three experiments presents experimental proof for the
feasibility of controlling the IB pressurization process and enhancing muzzle energy
by injecting a high power ET pulse at the time of maximum pressure.

Figure 7 is considered an electrical reference shot where a rectangular pulse of
plasma at a power of 200 MW was injected to cause ignition. The pulse width is
about four milliseconds, i.e. about one millisecond longer than the time to maxi-
mum pressure. This large pulse width was chosen purposely to keep the capillary
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discharge "alive" during the IB process so as to allow injecting additional ET
energy in subsequent experiments. The same propellant was used as in the firing
in Figure 8. Due to the influence of the ET pulse on the combustion rate and
maximum pressure, however, the propellant charge mass was reduced by 130 g in
this firing. ' - ,I, I .
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Figure 8 describes the results of a firing in which a second boost of plasma
energy, during the interval between 2.5 and 3.5 ms, was injected into the gun. The
same propellant was used as in Figure 7 above. The muzzle energy for this

particular shot was about four percent higher than for the reference shot. The
influence of the ET boosted pulse on the breech pressure is shown in Figure 9.
The broadening of the pressure-time curve after maximum pressure is seen to
match, with a slight time offset, the stepwise injected plasma boost.
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Figure 8. Pressure and Power vs Time Profiles for an ET Boosted Shot.

Figure 10 demonstrates the best results achieved so far using the stepwise
plasma injection synchronized to extend the maximum value of the pressure-time
curve. The muzzle energy enhancement was 6% over optimized conventional.
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Figure 10. Pressure and Power vs. Time for Shot No. 176.

Another feasible methodology for achieving higher muzzle energy is based on
using different propellant geometries, i.e. granulations and webs. Generally, larger
web propellants would allow injecting ET plasma at earlier as well as later stages
of the ballistic cycle. They may also permit the use of larger charge masses
without exceeding permissible pressures in the gun.

To evaluate firing data in which the maximum pressure did not exactly match
the baseline value discussed earlier, conventional lB computations were used to
calculate a muzzle energy vs. maximum pressure envelope for optimum conven-
tional performance from the 60-mm gun. This tool (the solid curve in Figure 11)
could then be used to determine whether the performance from any individual
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SPETC firing exceeded the performance potential of conventional solid propellant
technology, independently of the precise pressure attained in a given test. The
results of a number of SPETC firings are plotted with the optimum baseline curve
in Figure 11. As can be seen, a number of shots fall clearly sbove the line,
indicating that supeiior performance was achieved. At present, the best unequivo-
cal performance increase documented is 6.8%.

17"

,2.

124 '$0
1

"W
I s*"D

Atk 8-. P-. Wn

Figure 11. Muzzle Energy vs. Maximum Pressure, Comparing Theoretical
Optimum Baseline Curve with Experimental Results.

8. SUMMARY AND CONCLUSIONS

The data presented above are highly encouraging. It is also gratifying that the
key features of SPETC, i.e. the ability to safely inject large amounts of plasma
energy into a solid propellant bed, the controlled positive effects of plasma power
and injected energy on the pressurization process, and the effects of the plasma
on reducing the ignition delay time of ballistic firings have been independently
confirmed in the U.S. 7 The controlled results from both the present as well as the
U.S. study strongly indicate that solid propellants can retain their physical integrity,
hence their form function behavior, while burning under the influence of plasma
injection. Results unique to the present study indicate that increased plasma
energy injected during the latter portion of the ballistic cycle, using a stepwise
profile, can cause desired changes in the shape of the IB pressure-time curves and
attendant enhancements in ballistic performance. Moreover, theoretical results
closely match experimental data. Current efforts are focused on increasing the
amount of plasma energy injected into the gun and on evaluating a wider range of
propellant grain types and webs. Given success with these efiorts, a near term
muzzle kinetic energy enhancement of 25-35% over the optimized conventional
baseline may be possible.
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DORMANCY FOR THE GROUND BASED INTERCEPTOR

James C. Katechis
Project Manager, Ground Based Interceptor Program

U.S. Army Strategic Development Command

John J. Walker
SPARTA, Inc., Huntsville, Alabama

The Ground Based Interceptor, known by its short name of "GBI", is one of the
key Elements in the National Missile Defense (NMD) Segment of the Global
Protection Against Limited Strikes (GPALS) System. Deeply involved in research
and development activities for the US Army Strategic Defense Command, GBI is
making great strides in becoming a weapon system that will be able to defend the
United States against Intercontinental Ballistic Missiles (ICBMs) and Submarine
Launched Ballistic Missiles (SLBMs) by intercepting hostile reentry vehicles (RV) in
the midcourse of their flight. Pictured below is an illustration of a NMD battle scenario.

BRILLIANT
BRILIAN REENTRY VEHICLES

EYES R

0791 - BOOST

Figure 1. Notional NMD Battle Scenario
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OPERATIONAL OVERVIEW

GBI is the interceptor of the National Missile Defense System concept and will
consist of an air vehicle, launch site, ground support equipment, personnel and
support services. All subsystems of the defense system will be linked together
through the Command and Control Element (CCE) to efficiently coordinate the use of
sensor and weapon assets.

The GBI operational engagement scenario is based on early warning sensor
subsystems detecting, identifying, and designating hostile RVs to the maximum
extent possible and transmitting the tracking data to the CCE. The CCE determines
the path of the target based on this date from the surveillance and tracking systems
and plans a GBI engagement. Launch commit parameters are sent from the CCE to
the GBI base, and prior to launch, trajectory parameters are down-loaded from the
launch site to a specific interceptor. After launch, the first stage booster separates
(approximately 30 seconds into flight) and initiates the second stage booster. The kill
vehicle (KV) separates as the second stage burns out (approximately another 30
seconds) and then repositions, pointing the seeker to the predicted target position.

During the flight, divert maneuvers are performed to adjust the trajectory for
boost errors and to respond to in-flight updates of the target's track. As the seeker is
uncapped, the target and any associated objects will be acquired. The target is
designated using pattern matching algorithms or onboard target selection capability.
Once the target has been designated, the KV transitions to track mode and performs
its final trajectory adjustments. In the terminal homing mode the KV selects an
aimpoint on the target body in order to maximize its probability of kill. Just before
impact, a kill enhancement device may be deployed for added insurance of collision
and lethality. Destruction of the target is accomplished by physical impact with the
KV. The intercept event, which can occur from one to ten minutes of flyout, can be
monitored by radars and tracking systems for final kill assessment action if required.

The tempo is picking up for GBI. Currently in the final stages of a Functional
Technology Validation (FTV) program, GBI is preparing for deployment as an
element of our Nation's strategic missile defensive system. With the passage of the
Missile Defense Act of 1991 by Congress, the GBI has been tasked to be ready to
deploy to an initial NMD site by the 1996-97 timeframe. Leveraging off its
predecessor program, the Exoatmospheric Reentry Vehicle Interceptor Subsystem,
the latest mature technologies are being assembled to develop an interceptor that is
highly reliable and totally mission responsive. In that regard, GBI is looking to
"dormancy" as an interceptor concept to meet weapon system high reliability
objectives while at the same time driving down life cycle costs.

DORMANCY

A design goal since the beginning of the GBI program, dormancy is being
implemented as a means to achieve high reliability standards, to assure that the
missile will function as required when needed. Dormancy is also being used as a
basis to drive down total life cycle costs by minimizing operations and support
requirements needed to sustain GBI in the field. Defined under the dormancy
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concept as a maintenance free missile, GBI will not be operated, tested or have
power applied in the field except at launch. The interceptor when deployed, will be
used and stored like a round of ammunition and incorporated into a certification
program (to assure weapon performance high reliability). The interceptor's
operability will be validated through stockpile reliability testing which includes
comprehensive component testing and live annual service practice firings (figure 2).

By incorporating technical advancements into the interceptor design, GBI is
becoming a missile that will not require to be kept up-and-runninc in order to meet
immediate launch requirements. Essentially, the interceptor remains in an off
condition until committed by the operations center for battle. When committed and
activated, the interceptor goes through quick preparatory procedures--conducting a
series of health checks, loading flight data, aligning--and launches, all within a matter
of seconds. By remaining dormant until launch, parts are not used, batteries are not
activated, components are not incurring failures, and consequently, the interceptor
reliability is enhanced and supportability requirements are minimized.

"* NOTOPERATED OR TESTED IN THE FIELD EXCEPTAT
LAUNCH

"* NOT REPAIRED IN THE FIELD; RETURNED TO DEPOT
FOR UMITED LIFE COMPONENT EXCHANGE AT
SPECIFIEDTIME PERIODS

"* IMPLEMENTED THROUGH A CERTIFICATION PROGRAM

VALIDATED THROUGH ANNUAL LIFE SAMPLING AND
SERVICE FIRINGS (ACTUAL AND SIMULATED)

Figure 2. GBI Dormancy
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Dormancy offers realistic and immediate potential for high payoffs. From the
standpoint of operational readiness, dormancy through the certified round program,
facilitates upfront investment of highly reliable parts and components, successive testing
and burn-in processes, and a responsive data base which can yield accurate
component degradation forecasts. As an O&S cost enhancement, dormancy eliminates
the need for spares and repair parts, test sets and facilities to perform highly technical
supportability requirements in the field. Perhaps the biggest GBI O&S cost saver will be
realized in reducing the requirement for skilled technicians to perform the direct and
general support logistics requirements at the deployed site. It is envisioned that GBI
once deployed, will be not be stressed from the tactical sense (ground mobile), but will
be battle ready in a dormant fixed site environment.

PAYOFFS FROM DORMANCY

- HIGH RELIABILITY

* BATTLE READY INTERCEPTOR

* MAJOR U FE CYCLE COST SAVI NGS

- REDUCED MANPOWER REQUIREMENT

- NO ON-SITE MAINTENANCE OR TESTING

- LESS REPAIR PARTS AND TEST EQUIPMENT

* INCREASED SAFETY AND SECURITY

Figure 3. Dormancy Benefits

DORMANCY TECHNICAL CHALLENGE

Dormancy is being implemented through a number of technological
advancements being developed and tested in the GBI program. One of the most
significant achievements has been the ability to cool the seeker, which will search for
hostile reentry vehicles in space, to extremely low temperatures while on the rise
during the boost phase of flight. As the interceptor begins its launch sequence,
gaseous nitrogen is circulated to bring the seeker components down to a very low
temperature. By the time the interceptor finishes its multi-stage boost sequence, the
components are cooled and ready for target acquisition functions. Other technical
enhancements are being implemented -- quick and accurate alignment, long lite and
high reliability components, upfront reliability testing, and others -- to meet GBI's
dormancy objective.
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REQUIRED FOR GBI DORMANCY

MET

Seeker Cooling on the Rise

Self Calibration

Self Alignment

Certification Process

Figure 4. Dormancy Technical Requirements

The dormancy task is not an easy one to implement for the interceptor. The
major technical challenge undertaken was to be able to cool an onboard seeker to
very low temperatures in order to meet mission requirements. Although technology
was available to solve this problem by hooking up to a cryogenic cooler (refrigeration
type) unit as a part of the ground launch support equipment, this defeated the cost-
saving dormancy concept.

With the standard refrigeration type cooling process, one can vividly see the
never ending logistics requirements growing: resupply of the cooling material,
purging of the cooling lines, maintaining an adequate vacuum, requirements for a
clean room, high failure component replacement and repair, interceptor disassembly,
on-site direct and general support maintenance, calibration, quality testing, special
test equipment, and on and on. And most importantly, the woes of having an
interceptor that would require constant and dedicated maintenance attention in a
field environment and have the potential for breeding other evils that would degrade
the reliability and ability of the interceptor.

The fix was a new technology requirement. After much thought and design
interaction, an inflight cooling capability was placed on the drawing board, designed,
fabricated and was validated during a test flight last year. The design specification
for a cooled seeker is still there, but this process to cool it has been changed.
Cooling will be done inflight, negating the needs for a continuously operating
cryogenic unit. As the interceptor begins its launch sequence, gaseous nitrogen will
be circulated to bring the seeker components down to the very low Kelvin
temperature. By the time the interceptor finishes its multistage boost sequence, the
components will be cooled and ready for target acquisition functions.

Other technical design remedies are also being developed to maintain the

dormant interceptor objective. The seeker is being produced under design
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conditions that will facilitate long calibration shelf life. In the case of seekers
produced for the FTV experiments, the seekers have remained in accurate
calibration without having to be recalibrated (over 24 months). Another case is the
interceptor inertial measuring unit (IMU). Initial research concluded that the
interceptor internal gyro would have to be continuously spun-up for the missile to be
ready for a quick reaction launch. A solution to this dilemma was found by
incorporating plans for a cost effective fiber optic gyro that will meet GBI's dormancy
and critical response requirements. Here, the IMU will be in an "off" state, yet ready
to perform the critical alignment mission. Unwanted noise generated by transition to
its operative state will be minimized by being housed in climatically controlled
launch stations. And case after case, design recommendations continue to be
brought forward that resolve technology issues -- calibration, reliability, integration --
in order to support the dormancy goal.

The GBI approach to dormancy is to minimize stress. A single power "on/off"
can be as much as 1000 times more stressful or looking from another viewpoint,
effective in causing failures than one hour of dormancy. The key is selecting parts

"• Select Parts that are Less Prone to Failure During

Dormancy

"• Reduce Sensitivity and Stress Environments

"• Implement Strict Contamination Control

"• Reduce Out-of-Control Manufacturing Process

Figure 5. Approach to GBI Interceptor Dormancy

that are less prone to failure during dormancy, reducing their inherent sensitivity to
stress environments, implementing strict contamination control processes and
reducing out-of-control manufacturing processes such as contamination, lifted
bonds, dielectric breakdown, fluid leakage, moisture, inadequate cleaning, loose
conduct particles, inadequate burn-in, etc.

EVOLUTION OF THE DORMANCY CONCEPT

The dormancy concept began back in the late 1970s when the US Army was
experiencing poor system readiness levels with the HAWK and Shillelagh Air
Defense missile systems. A task force was formed consisting of Government
product assurance technical experts from the US Army Missile Command HAWK
Project Office who were charged to evaluate the poor readiness levels and
recommend a quick, but lasting fix of the problem. What the task force found were
a number of significant influencing environments.

First, that extended missile run cycles during increased readiness alerts
induced failures. Commanders were bringing up their missiles to full battle status
and conducting checks to insure operability. These actions were causing parts to
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wear and ultimately, inflicting failures in the missiles. Secondly, the missiles were
being subjected to numerous tests -- annual training tests, annual General
Inspections, maintenance tests, Brigade, Group and Battalion operational
readiness exercises, and just routine practice tests -- causing much stress and
strain to activate and practice maintaining the missiles, taking their toll on system
operability and availability. Third, by being maintained in the field under less than
desirable repair environments, faults were being induced by repairmen who were
ironically charged with bringing the missiles back to an operable status. Lastly, the
entire maintenance concept required a significant investment of repair parts and
test equipment at unit, direct support, general support and depot levels of repair as
well as the skilled technicians to conduct the maintenance.

Readiness Task Force Chartered to Evaluate Reliability
Problem

- Extended Missile Run Cycles During Standby Alerts
Induced Failures

- Missile Wear Out Due to Frequent Testing
- Critical Missile Components were Exposed to a Variety

of Environments
- Faults were Being Induced by Repairmen in the Field
- Maintenance Concept Required Extensive Repair Parts

Stockage and Test Equipment

RECOMMENDED:J

- Missile Dormancy Concept

Figure 6. Evolution of the Dormancy Concept
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The task force recommended a number of actions which essentially led to the
dormancy concept for an "Improved HAWK":

"• Designed to Remove Undesirable Characteristics
"• New Characteristics

- Solid State
- Quality of Components
- Longer Life Components
- Stability
- Reduced Operating/Testing Time
- Eliminate Field Testing
- Curtail Missile Disassembly and Modification in an Uncontrolled Field

Environment

The results of the changes to the HAWK program were immediate. Readiness
rates began to soar, less maintenance was being required and personnel reductions
could be made. Also, tangible results were found in the live annual service practice
firing tests. Without conducting missile preparation before flight tests, HAWK
intercepts (kills) reached unprecedented highs.

But there is more to the success story than just significant readiness
improvements. The dormancy concept resulted in significant cost savings. Figure
7 illustrates the savings realized in military personnel, repair parts, facilities and
test equipment which cumulatively reduced O&S costs by about half of the original
commitments.

BASIC HAWK AND IMPROVED HAWK

COST COMPARISONS

AVERAGE COST/MISSILE INVENTORY/YEAR

BASIC IMPROVED
HAWK HAWK

Military Support Personnel $2,316 $1,044 For TRME and CONUS
Mgt Personnel

Repair Parts Support 446 418 Mgt and Hardware

OME/FME Amortization 347 106 (TRME) Equipment

DS/GS Building Amortization (20 Yrs) 17 106 (TRME)

Overha'" by CONUS Depot 1,500 1,400 Factory Restoration/
Shelf Life Changeout

$3,373/Yr/MSL $1,673/Yr/MSL
Figure 7. Before and After Cost Compansons
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But the real proof of the concept was that no HAWK unit has been placed in a
non-operational status due to the lack of ready-to-fire HAWK missiles for the last
15 years.

PATRIOT, another dormant Air Defense System, has also maintained
exceptionally high readiness rates validated by numerous annual services tests
and the "combat" firings during Ds.ertStrm. CNN broadcasts from Saudi Arabia
and Israel verified time-after-time that dormancy was a winner for operational
readiness by PATRIOT scoring successive successful intercepts of SCUD
missiles.

CERTIFICATION PROCESS AND STOCKPILE RELIABILITY

Key to implementing the dormancy concept is the ability to validate the
interceptor's reliability and availability through time. Reading the preceding section
on dormancy one cannot help but ask the questions: How can we feel
comfortable from the military point of view that the interceptor will launch and
perform the intercept as required? Or more specifically, how do we know that the
processors will function unless we test them?

The answer is the GBI's certified round program coupled with a responsive
stockpile reliability program. Using this concept, the interceptor is validated
through an up-front, comprehensive production testing and documentation
process coupled with a stockpile reliability program that randomly tests and
launches interceptors each year. This program is based on the precepts used in
the Army's HAWK and PATRIOT certified round programs which have produced
and maintained highly reliable missiles, year after year, validated by "nonprepped"
test launches. Dormancy is not new to the missile field. In fact many of the
Army's missiles are dormant under the wooden round concept: Pershing,
Stinger, Multiple Launch Ronket, Chapparal, TOW, Hellfire, Dragon and others.
They are produced to rigid production standards and flight tested for lot
acceptance and also are tested throughout their life through a random sampling
stock reliability program.

However, for complex missile systems, an added feature of certification is
added to provide for detailed component testing on a routine basis throughout the
system's life. This affects design, manufacturing and testing at all levels to
forecast component degradation. In the case of GBI, plans are being formulated
to have the GBI's certified round program require each piece part, component,
and assembly to be manufactured, tested and documented to very rigid
standards. The center-piece of this concept is that all major components are
100% functionally tested to assure they meet design specifications. Test data will
be recorded for future reference in forecasting failure rates and determining life
expectancy of the fielded missile.
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CERTIFICATION PROGRAM

"* Uses Dormancy Principles

"* Accepted at Time of Manufacture as being of a Certified
Level of Reliability

- Rigid Quality Assurance Testing
- 100% Functional Testing

"* Has a Specified Umit of Allowable Degradation of
Reliability Throughout a Specified Period of Time

"* Has a Statistically Based Sampling Program - Missiles
Subjected to Same Tests as During Production

" At End of Specified Period, Missile Returned, Umited Ufe
Components Replaced, and Missile Recertified for
Additional Specified Period

Figure 8. Certified Round Program

After a very rigid quality assurance program and deployment to the field, a
random sample of a given number of interceptors will be recalled each year.
Evacuated back to the GBI depot, they will be disassembled, and tested
functionally similar to production acceptance tests and procedures. For example,
the seeker will be disassembled from the kill vehicle assembly and placed in a test
environment where a simulated scenario of the flight, engagement and intercept
will be conducted. In the case of boosters, they will be physically inspected in
detail and may be subsequently x-rayed to determine propellant abnormalities and
degradation. Information received from these and similar tests will be compared
with the original production acceptance test data and any other sampling test data
to forecast the life of the material. After the functional and physical tests are
completed, limited life components will be replaced as required, and the
interceptor reassembled, recertified, and returned to the field for duty.

Stockpile reliability also plays a vital role in determining interceptor reliability.
Under a random sampling selection process, a number of interceptors will be flight
tested each year. Here, interceptors will be flown against threats in scenarios that
emulate an actual engagement. Using added telemetry equipment, detailed flight
and engagement data will be gained on the interceptors total flight process.
Components will be functionally tested as they would in a true battle scenario.
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LIFE CYCLE COST SAVINGS
GBI looks to realize significant savings by implementing the dormancy

concept. Recognizing there are "no free lunches," GBI has been and is prepared
to continue to make up-front investments to produce a mission capable dormant
interceptor. Figure 9 illustrates the expected values to be realized across the
board of a dormant and non-dormant system.

BROAD COST COMPARISON PARAMETERS

DORMANT VS NCN-DORMANT

COST COMP

DORMANT NON-DORMANT COST VALUE

MISSILE COST t _ M

UP FRONT TESTING + M

STOCKPILE RELIABILITY PROGRAM H H
VS PERIODIC TESTING

TEST EQUIPMENT (1 VS 2 LEVEL) I I H

REPAIR PARTS M

LEVEL OF REFAIR (1 VS 2) M

UPGRADED MANUFACTURING j M

FACILITIES H

MIS DATA M

DIAGNOSTICS-BIT f f i _M
TRANS PORrATION M

MANPOWER _ t H

FLOATS L

COSTCOMP COST VALUE

Same = H=High
Increase = M = Medium
Decrease = L = Low

Figure 9. Dormancy Cost Expectations
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SUMMARY

In conclusion, the dormancy concept has already validated significant life cycle
cost savings for a GBI deployment. Technically, GBI has completed many functional
validation requirements to being able to field a dormant interceptor. Cooling on the rise,
the fiber optic gyro, long lasting calibration for the interceptors seeker, and others have
made it possible. GBI will be able to field without the traditionally large logistics force to
maintain, supply and support the weapon system. Particularly in these austere times for
military manpower and scarce O&S funding, GBI will be able to strategically defend the
Nation against hostile RVs at a very affordable cost.
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I. Introduction
The free-space transmission of a short-duration pulse, namely, an impulse,

produces a frequency spectrum that extends from several megahertz to several
gigahertz. The use of this wide frequency spectrum offers new and unique system
applications1,2 in the areas of remote sensing, communication, electronic counter-
measures, and directed energy weapons. Since the frequency spectrum is widely
spread, the energy allotted per frequency interval is small. To overcome this limita-
tion, the amplitude of the generated pulse becomes critical. Hence, the successful
generation of a reliable and well-defined, high-peak-power impulse, with pulse
repetition frequency capability, is a first step toward advancing this emerging
ultrawideband technology.

Recently, significant progress has been made in the generation of high-peak-
power pulses3 with the use of an optically activated semiconductor switch. Pulses
with subnanosecond risetime and multikilovolt amplitude have been successfully
generated.4-7 For the generation of fast-risetime (<1 ns), high-peak-power pulses, the
major concern is the capability and performance of the switch, rather than the
energy storage element. The subnanosecond switch turn-on time, in which the
switch changes from a high-impedance state (switch-off state) to a conductive state
(switch-on state), enables the stored electrostatic energy in the energy storage
element to be delivered to the load impedance as a pulse with subnanosecond
risetime. In the case where the recovery time is shorter than the pulse forming line
(PFL), the switch recovery time determines the output pulsewidth. The output pulse
amplitude depends on the switch hold-off voltage capability, the design of the

185



KIM, ZETO, YOUMANS, WEINER, JASPER

energy storage element, impedance matching conditions at the junction, and the
effects of the stray inductance and stray capacitance.

Semi-insulating GaAs is characterized by a high-voltage hold-off capability as
well as fast risetime, making GaAs switches a desirable candidate for fast, high-
peak-power pulses. Normally, GaAs also exhibits a recovery in the nanosecond
range, making it possible to produce narrow pulses. However, under high electric
field strength, the GaAs switch exhibits a lock-on phenomenon.7 '9 This switching
behavior results in a long switch conduction time with a long recovery tail, thus
precluding the generation of a narrow pulse at high voltages.

One way to overcome the long recovery time in the GaAs switch is to employ a
short section of PFL, so that the pulsewidth is determined by the two-way wave
transit time in the PFL. The desired electrical pulsewidth can be generated from the
energy in the PFL by use of miniaturized transmission lines or microstrip lines. In
this mode of energy transfer, as soon as the switch is turned on, the storage element
delivers all or most of the stored energy to the matched load so that a narrow pulse
is obtained. However, the miniature physical dimensions may severely deteriorate
the pulse output. In particular, the diminished size of the PFL emphasizes the stray
capacitance and the stray inductance of these lines, which may result in a slower
risetime or lower pulse amplitude, or both. Further, only one-half of the bias voltage,
at most, is delivered to a matched load impedance.

Using a radial transmission line (shown in fig. 1) as the energy storage medium
offers several advantages compared to the typical microstrip line or coaxial line
structures. The geometrical configuration of the radial transmission line creates a
large electrode area, so that a large electrostatic energy can be stored. In addition,
the impedance transformation due to the impedance variation between the inner
and outer radii of the radial transmission line produces an output voltage gain com-
pared to the constant impedance transmission line. The concept of nanosecond pulse
generation using a radial transmission line10 has been successfully demonstrated.

DWL!CThC nmENAL by' swITCH

di dtZ di d ad

COsmuc'inG WILLIaTOww
LAYER

Figure 1. Diagram of photoconductive impulse-generating device
using a tapered radial transmission line.
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In this paper we investigate the two critical parameters affecting the pulse
output, namely, the energy storage element and the photoconductive switch. The
energy storage element, in the form of a tapered radial transmission line, produced
reasonably well-defined pulses with nanosecond pulsewidths as well as output
voltage enhancement. The voltage gain factor of the nonlinear radial transmission
line was analyzed using the computer program SPICE. An equivalent circuit model,
which considers parasitic parameters, was also developed and simulated using
SPICE. Switching properties of the photoconductive GaAs switch with two opposite
gridded electrodes were obtained with an electro-optic imaging system." These
properties were incorporated into the SPICE simulation. The output waveforms
were measured by pulse biasing the device up to 50 kV and triggering the device
with an optical pulse from a mode-locked Nd:YAG laser.

II. PHOTOCONDUCTIVE IMPULSE-GENERATING DEVICE
USING A TAPERED RADIAL TRANSMISSION LINE

2.1 General Description
The diagram of the impulse-generating device using a tapered radial transmis-

sion line is given in figure 1. The tapered radial transmission line consists of two
circular conducting plates, separated by a dielectric material. Unique to this tapered
structure is an extremely large impedance variation. Because of the geometry of the
radial line, the characteristic impedance is lowest at the outer edge of the radial line
and increases toward the center. This large impedance transformation plays an
important role in enhancing the output voltage.12

The tapered radial transmission line structure performs a dual role: it is a
capacitor during the charging cycle and a nonuniform impedance transmission line
during the discharging cycle. The capacitance is proportional to the square of the
radius of the metallized electrode, but inversely proportional to the thickness of the
dielectric medium in a given material. Hence, the capacitance can be substantially
enhanced by enlarging the physical dimensions of the radial transmission line struc-
ture. However, a tradeoff exists because as the radius of the transmission line struc-
ture is increased, the pulsewidth increases due to the two-way wave transit time
increase for the traveling wave.

2.2 Tapered Radial Transmission Line
The impedance of the nonuniform radial transmission line (fig.1) may be

approximated if we use formulas derived for the linear microstrip line and correct
for the differing geometries. In particular, for a given radius, we assume that the
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corresponding circumference is equivalent to the width of the microstrip line. The
characteristic impedance of the radial line"3 is

Z = (377 x d))4Y( x 2 x x xr], (1)

where d is the thickness of the dielectric medium, k is the relative dielectric constant,
and r is the distance from the center of the radial line to the electrode. As shoivr in
equation (1), the characteristic impedance of the radial transmission line is inversely
proportional to the radius of the electrode. Hence, the characteristic impedance at
the outer edge is smaller than the characteristic impedance at the inner edge of the
radial line. The microstrip impedance formula, equation (1), is most accurate when d
<<2 nr.

A closed-form simple solution for the output pulse from a radial transmission
line14 may be derived by treating the radial transmission line as a perfect step-up
transformer. In this model the voltage gain factor, originating from the impedance
variation between the inner and outer edges of the radial line, is linearly propor-
tional to the square root of the ratio Z)Zo. Under certain conditions, where the
impedance ratio is small (<2), this solution does allow one to make reasonably good
estimates of the peak pulse output. However, this model ignores the substantial
internal reflections due to the impedance variation.

The more accurate technique relies on the use of a SPICE simulation, in which
the radial transmission line is simulated by considering sections of transmission
lines with differing impedance levels, connected in series. This technique considers
the internal reflections, and it is usually satisfactory provided the sections are chosen
small enough to maintain accuracy.

The tapered radial transmission line may be regarded as a composite structure
combining two types of transformation. The first transformation is linear, and is due
to the linear variation of the thickness of the radial line. The second type of transfor-
mation follows the 1 / r variation of the impedance, where r is the radius of the radial
structure.

The transformer is divided into N sections of equal length, which connect the
inner impedance, Z,, and the outer edge impedance, Z,, which represents the low-
est impedance. Each section is assumed to have a constant impedance.

The discrete impedance values for a 10-section tapered radial transmission line
were obtained, with the innermost radius rir = 2.25 cm, the outermost radius rot = 13
cm, inner height dir = 3 cm, outer height d, = 1 cm, and k = 2.07. The discrete imped-
ance values Zn (where n = 1, 2, ..., 10) for the inner most impedance, Z,, to the outer-
most impedance, Zin, are 43.3,29.2,21.1, 16.0, 12.3,9.71, 7.67,6.07,4.76, and 3.2 0,
respectively.
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2.3 Photoconductive GaAs Switch with Two Opposite Gridded Electrodes
In general, the high-power photoconductive switches can be categorized into

two types: (1) surface switch and (2) bulk switch. The term "surface switch" applies
to a switch in which the active carrier generation mechanism occurs at the surface of
the switch. In contrast, the "bulk switch," with two opposite electrodes, generates
the carriers inside the material. This paper is concerned with the bulk type of switch.
In this switch geometry, the laser light is coupled into the switch active area from
two opposite sides. The bias electric field strength is parallel to the incident trigger-
ing optical pulse. A unique feature of this switch geometry is nonuniform photon-
generated carrier distribution.

Three illumination measurements were conducted: illumination of both sides
simultaneously, as well as successive illumination of the high field side and the low
field side (ground side). For the case of illumination from both sides, the laser light
(200 giJ) from a mode-locked Nd:YAG laser was introduced into both sides of the
switch. The one-sided illumination was obtained by blocking the appropriate beam;
thus half of the energy was applied. The obtained transient electric field profiles,
which show a sequential field collapse in time and space, are given in figure 2. The
two-sided illumination produced the fastest electric field collapse, as expected.

2.4 Equivalent Circuit Model And SPICE Simulation
The photoconductive impulse-generating device (fig. 1) has a coaxial cable

leading to the load impedance. The interconnections among the photoconductive
switch, the tapered radial structure, and the outer coaxial cable leading to the load
impedance all create parasitic parameters such as stray capacitance and stray
inductance. In addition, there is the existence of an on-stage switch resistance in the
semiconductor.

Parasitic parameters are categorized according to the location. The stray capaci-
tance between the top electrode of the radial line and the switch, designated C1, is
parallel to the on-state switch resistance. The stray capacitance between the switch
and outer coaxial cable, designated C2, is parallel to the load impedance Ro.. The
stray inductance L is connected in series to the on-state switch resistance. The
equivalent circuit model, if we consider the stray inductance, stray capacitances, and
on-state switch resistance, is shown in figure 3.

First we simulated the output waveform with no parasitics, as a basis of com-
parison. A SPICE-simulated output pulse waveform with Ro. = C1 = C2 = L = 0 is
shown in figure 4. Next, figure 5 shows the simulated waveform with L = 1 nH, C1 =
2 pF, C2 = 0, and R. = 5 11, in which the switch resistance dropped from 30 Mfl to 50
Q in 100 ps, and from 50 to 5 Q in 400 ps. Another simulated waveform is given in
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Figure 2. Transient electric field profiles obtained by an electro-optic
imaging system: (a) illumination on boil' sides and (b) high-voltage-
side illumination only.
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figure 6, in which the switch resistance dropped from 30 MfC to 50 Q2 in 100 ps, and
50 to 5 0 in 300 ps. When the voltage across the switch fell below a value of 10 kV,
the switch resistance was allowed to recover to 50 Q in 1 ns and then recover to 30
MQ2 in 1 ns.

SWITCH

S~, Ron, L

Z4iZVI) Z(.) C2  LOAD

Figure 3. Equivalent circuit model for photoconductive impulse-generating
device using a tapered radial line structure including stray reactance
elements and switch resistance.

100 F

0 ..............

60

0
0 5 10 15 20

TIME (ns)

Figure 4. SPICE-simulated waveform obtained by assigning parasitic
parameter values R,. = 0, C2 = C1 = 0, and L = 0 into a circuit model.
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R. . . .. . . . . . . . . . . . . . . . . .. . . . . . . . . . . . .. . . . .

0

0 2 4 6 8 10

TIME (ns)
Figure 5. SPICE-simulated output waveform assigned by
parasitic parameters R,. = 5 Q, C, = 0, L = 1 n, and C, = 2 pF
(R changes from 30M to 50 in 100 ps and from 50 to 5 Q
in 400 ps). When field across switch becomes less than 4.3 kV,
switch resistance recovers to 50 Q in 1 ns and to 30 NM in 2 ns.

100

W60.. .... ......... ............
40 ... ...... ' . ... ...... ........... •............ ,.............

0

>4 .. . .. . .

0 20.................'............

0

0 2 4 6 8 10
TIME (ns)

Figure 6 SPICE-simulated output waveform assigned by parasitic
parameters R. = 5 a C2 = 0, L a 1 ni, and C, - 2 pF (R. changes
from 30 Mf to 50 Qi in 1W ps and from 50 to 5 Q) in 300 ps). When
field across the switch becomes less than 10 kV, switch resistance
recovers to 30 MQ in I ns.
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III. EXPERIMENTAL SETUP AND RESULTS
Surface flashover of the photoconductive switch under conditions of extremely

high bias voltage made it necessary for the switch to be housed in an oil-filled
cavity.

The tapered radial structure was fabricated by tapering down Teflon material
from 3-cm thickness at a 2.25-cm radius to 1-cm thickness at 13-cm radius. Thus, the
impedance variation between inner and outer edges was increased by a factor of 3,
compared to the radial line with uniform thickness. The calculated output
pulsewidth of the radial transmission line is approximately 1.3 ns. However,
because of the relatively large transformation in the tapered radial transmission line
with the above dimensions, the device is expected to have a wider pulsewidth than
1.3 ns, mainly due to internal reflections. If we substitute parameters such as dir = 3
cm, do, = 1 cm, k = 2.07, fir = 2.25 cm, and ror = 13 into equation (1), the characteristic
impedances of the tapered radial transmission line at the inner and outer edges are
55.6 Q and 3.2 Q, respectively. With a load of ZL = 50 0, the device was slightly
negatively mismatched.

The test setup for the photoconductive impulse generator is shown in figure 7.
A 1060-nm, mode-locked laser pulse, approximately 75 ps in pulsewidth, generated
by a Quantel YG-501C Nd:YAG laser system, was delivered to the switch through
the fiber-optic bundle. The output optical energy from each fiber-optic bundle was
approximately 1.0 mJ.

WFIER-S PTCA. FIBEROPI
CNEGABLED "PI am

DEVICECKE

NT--4 ATE OFI ABLIENUTR

Figure 7. Experimental setup for photoconductive hmpulse.-generating device.
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The measurement sequence began by pulse charging of the radial line using an
SCR-transformer circuit. After completion of the charging process, the laser was
triggered, thereby initiating the switching action. The generated pulse was delivered
to a specially constructed 50-0) dummy load impedance. The dummy load had
matched 50-0) carbon resistors in series with a current viewing resistor (CVR), which
had a 180-ps risetime. The signal from the CVR was conveyed via a delay line to a 6-
GHz Textronix 7250 oscilloscope. The obtained output pulse, at 50-kV bias voltage to
the tapered radial structure, is shown in figure 8. This pulse contains approximately
40 MW of peak power.

IV. DISCUSSION
The estimated capacitance based on the charged voltage waveform is about 80

pF. The impedance variation between the inner and outer radii of the tapered radial
transmission line is about 17. With the tapered radial transmission line, a large
capacitance and large impedance variation with miniaturized physical dimensions
were realized.

Without parasitics and with almost instant switching action, large output ampli-
tudes (with bias voltage set to 100 V), shown in figure 4, were obtained from SPICE
simulation. With parasitic parameters (fig. 5 and 6), the output voltage obtained
from using a bias voltage of 100 V is about 85 V. Therefore, the voltage gain factor
amounts to about 1.7. Further, the SPICE-simulated waveform (fig. 6) indicates a
significant role of lock-on threshold voltage during switch recovery. When the
voltage across the switch reaches a certain threshold level, recovery of the switch
resistance accelerates. The photoconductive impulse generator biased at 50 kV, and

45 -

37 -

x30
W

?023

8

3.913 7.827 11.741 15.655 19.569

TIME (ns)
Figure 8. Obtained output pulse at 5O-kV pulse bias voltage.
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subsequently triggered by optical pulses from a mode-locked Nd:YAG laser, deliv-
ered a 44-kV output pulse to the 50-n load impedance. The experimental gain factor
of the obtained waveform (fig. 8) was about 1.7. The SPICE simulation and experi-
mental voltage gain are the same.

The measured risetime of 400 ps is actually larger than the true value. By taking
into account the bandwidth of the various sensors, attenuators, etc., the actual
risetime is estimated to be about 250 ps. The extremely fast risetime is believed to
stem from the unique switch geometry, which may be operating in an avalanche
switching mode. The output pulsewidth is about 4 ns, which is somewhat larger
than the results of the SPICE simulation. Some of this discrepancy of the output
pulsewidth may result from wave dispersion in the dielectric medium and imperfec-
tion of the model, as well as parasitics in the device. However, the main reason for
pulse widening may be attributed to the mechanism of trapped energy in the PFL
(due to the internal reflections), in combination with switch lock-on.

V. CONCLUSION
The unique properties of the tapered radial transmission line combined with a

photoconductive GaAs switch with two opposite gridded electrodes enabled the
generation of 40-MW pulses with about 250-ps risetime, 500-ps falltime, and
pulsewidths of about 4 ns. A voltage gain of nearly two was obtained, in agreement
with a SPICE simulation of the device. The tapered radial transmission line struc-
ture, which has a high energy storage capability, is uniquely suited for a compact,
high-power, nanosecond impulse generator.
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1. Introduction
Picosecond switching is of interest to the Army for generating narrow-band

pulses with picosecond risetimes for synthetic aperture radars (SARs) and smart
high-power microwave (HPM) jammers. The photoconductive, semi-insulating
GaAs switch is a candidate for generating the desired pulsewidths because of its
high-voltage hold-off capability, fast risetime, and large peak-power-handling capa-
bility. The low-jitter property of the switch, due to laser activation, gives the capabil-
ity of phase arraying large numbers of switches for achieving gigawatt power levels
at high repetition rates.

Recently a monolithic, photoconductive GaAs switch was described.1 As shown
in figure 1, the switch consisted of a circular GaAs wafer, typically 7.5 cm in diam-
eter, with metallized disc electrodes on each side. On the high-voltage side, an
aperture at the center was etched out so as to provide access to the semiconductor
for the light pulse, which, by producing cairriers in the central region, causes this
region to transition from an insulating state to a conducting one. On the opposite,
grounded side, an annular region close to the center region was etched out, provid-
ing contact to an output coaxial transmission line, which was pressure fitted to this
side of the wafer. Once the light was introduced, a centrally located conducting
channel between the disc electrodes was created, so that the energy stored between
the electrodes was delivered to the output coaxial line in the form of a narrow pulse.
One may view the device as a radial transmission line, which forms the energy-
storing element. Once the light pulse produces the conducting channel, the radial
line becomes connected to the output coaxial line, to which the pulse energy is
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Figure 1. Schematic diagram of a monolithic, photoconductive GaAs impulse device.

delivered. The light source has a much narrower pulsewidth (75 ps) than the gener-
ated pulse, so as not to have any effect on the circuit response.

An important property of the radial structure has to do with the impedance
transformation 2' 3 that occurs aq the wave proceeds from the outer to the inner radius
of the structure. At the cuter peni-neter, the radial impedance is small, whereas the
impedance increases near the center, varying as 1 /r, where r is the radius. If Z0 and
Zi are the characteristic impedance levels at the outer and inner radii, then for small
transformation ratios (ZiZo < 2), a simple approximation 4 for the peak output volt-
age Vout applies. For a matched load, with no loss in the switch, Vout is

Vout = (Vo/2)(Zi/Zo)l/2 , (1)

where Vo is the charging voltage. For small transformation ratios, (Zi/Zo) 1/2 may be
regarded as a gain factor (compared to the output of a uniform transmission line).
For larger transformation ratios, however, more exact SPICE simulation shows that
the gain factor saturates very quickly at a value equal to about two, so that the
output itself saturates at the value Vout = V0 .

As the impedance variation between device impedance at the inner radius (Zj)
and the load impedance (RL) increases, the output waveform more and more re-
sembles that of an rf capacitor, with the change accompanied by a widening of the
pulse but with an increase in the risetime. The resemblance to capacitor output
becomes complete for a positive mismatch at the output, i.e., RL > Zi, where RL is the
output impedance. In this case, the pulse does indeed exhibit a fast risetime fol-
lowed by an RLC decay, where C is the capacitance of the radial structure. Figure 2
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Figure 2. Output waveform obtained with a 3-ram-thick GaAs
device. Switch is biased to 4 kV and triggered by a mode-locked
Nd:YAG laser. Output is delivered to 5O0- load impedance.

shows the experimental output for the radial device shown in figure 1, where Zi is 6
Q and RL is 50 Q, so that a positive mismatch prevails. The waveform in figure 2
closely resembles that of a discharging capacitor. Results of the SPICE simulation
agree with the experimental waveform. For most experiments, the positive mis-
match is typical for the high-power GaAs wafer device. This is because it is very
difficult to obtain 50-0' output device impedance levels with the GaAs wafer device,
unless one resorts to extremely small inner radii (<1 mm). Such small radii became
impractical because of voltage breakdown and problems associated with fabricating
the transition to the output coaxial line.

Unfortunately, the relatively wide nanosecond pulsewidths obtained with the
radial line limit the usefulness of the device for many applications where sub-
nanosecond pulses are desirable. In this investigation, we observe a new mode of
operation for the monolithic, photoconductive GaAs wafer device, which yields
subnanosecond pulsewidths. With this new mode, the current is turned off in times
much shorter than the RLC decay time. The device, biased to 6 kV, produced pulses
as narrow as 500 ps and risetimes as fast as 200 ps, with an output voltage of 5 kV.
Narrower pulses at considerably higher voltages are foreseen.
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2. Experimental Procedures and Results
The experimental procedures were similar to those'reported previously,1 for

which a 50-4 load was used. The laser light (either Nd:YAG laser or laser diode
array) was conveyed to the GaAs wafer aperture by means of a fiber-optic bundle.
The measurement sequence began with pulse charging of the radial line via an SCR-
transformer circuit. Upon completion of the charging process, the laser was fired
and the generated pulse was delivered to a specially constructed, high-voltage
coaxial line. The pulse was attenuated using large-bandwidth Barth attenuators, and
the final pulse delivered to a Tektronix SCD-5000 oscilloscope. For loads smaller
than 50 fl, a wideband current-viewing resistor (CVR) was used to monitor the
pulse.

Figures 3 and 4 show the output of a 2-mm-thick device when biased to 4 kV
and illuminated with a 75-ps-wide, 1-mJ pulse from an Nd:YAG laser. The inner and
outer radii were 0.8 and 3.25 cm, corresponding to characteristic impedance values
of 4 and I Q, respectively. Figures 3 and 4 are for 50- and 10-0l loads, respectively.
Unlike that of the 3-mm-thick device, the 2-mm device output exhibits periodic
peaks, separated by intervals of about 1 ns. The widths of the peaks themselves are
less than 1 ns wide. In figure 3, which at 50 0 has the greater mismatch, the dis-

5.88
R=50Q

4.93 Vo -4kV

, 3.98

- 3.02

>2.07

1.12

0.17

0 3.913 7.827 11.741 15.655 19.569

TIME (ns)
Figure 3. Output waveform obtained with a 2-mm-thick GaAs device. Switch is
biased to 4 kV and triggered by a mode-locked Nd:YAG laser. Output is delivered
to 5O-0 load impedance.
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2.06 R=IOfl

1.77 V0 =4kV

'W 1.47

. 1.17

0.86 5

0.55 ,

ý___ _

0 3.913 7.827 11.741 15.655 19.569

TIME (ns)

Figure 4. Output waveform obtained with a 2-mm-thick GaAs device. Switch is
biased to 4 kV and triggered by a mode-locked Nd:YAG laser. Output is delivered
to 10-0 load impedance.

charge more closely follows an RLC decay, modulated by the periodic peaks. With
the 10-0 load, the pulsewidth narrowed and the risetime increased. Figures 5 and 6
show the same device illuminated with a laser diode (wavelength of 904 nm), with a
peak power of 100 W and a risetime of 3 ns. As before, the loads were 50 and 10 Q.
Unlike those with the Nd:YAG laser, the laser-diode-triggered waveforms did not
exhibit any periodic peaks. As before, the waveform for the 50-a load exhibited a
clear RLC decay. The risetime, however, was somewhat slower compared to that of
the Nd:YAG laser. For the 10-02 load, the waveform was still reminiscent of an RLC
waveform, although the pulsewidth was somewhat narrower and the risetime
slower. SPICE simulations bear out this trend when more closely matched loads are
used.

We then obtained results for a device similar to the previous one, except that the
inner diameter was 0.2 cm instead of 0.8 cm. As a result, the estimated inner imped-
ance was 16 Q instead of 4 Q. As before, the computer simulations predicted an RLC-
type discharge for the 50-0 load. However, the actual experimental waveforms
obtained were quite different. Figure 7 gives the pulse for a 6-kV bias voltage and
subsequent Nd:YAG laser illumination. The pulsewidth obtained was extremely
narrow, about 500 ps, with a risetime of about 200 ps. It is as though the first peak,
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2.21

1.84

v 1.47

I.'1.11

0.74

0.37

0 3.913 7.827 11.741 15.655 19.569

TIME (ns)
Figure 5. Output waveform obtained with a 2-mm-thick GaAs device.
Switch is biased to 4 kV and triggered by a laser diode. Output is delivered
to 50-fl load impedance.

0.83

0.69

'-0.54

0•39

> 0.30

0.24

-0.07 I

0 3.913 7.827 11.741 15.605 19.569

TIME (ns)
Figure 6. Output waveform obtained with a 2-mm-thick GaAs device.
Switch is biased to 4 kV and triggered by a laser diode. Output is delivered
to 10-1l load impedance.
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o 2.69
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.978 1.956 2.935 3.913 4.892

TIME (ns)
Figure 7. Output waveform obtained with a 2-mm-thick GaAs
device. Switch is biased to 6 kV and triggered by a mode-locked
Nd:YAG laser. Output is delivered to So-a load impedance.

shown in figure 3, were'allowed to pass through the device, while the remainder of
the stored energy became trapped in the radial structure (the resistance in the input
charging circuit eventually leaks off any trapped energy). As the bias voltage in-
creases, the trend at higher bias voltages is to reduce the risetime and pulsewidth
slightly, while increasing the relative output voltage. The waveform for laser diode
excitation is shown in figure 8. In this case, a single pulse also is obtained, but it is
wider compared to that generated by the Nd:YAG laser. Nevertheless, the pulse-
width produced by the laser diode was narrower (by at least a factor of 3x) com-
pared to the expected RLC time constant.

3. Discussion and-Proposed Model
As mentioned previously, waveforms were obtained that were different from

those predicted either by simple theory or by SPICE simulations. In particular, the
appearance of the output current spikes (fig. 3 and 4), or the single narrow pulses
obtained in figures 5 and 6, cannot be explained by the circuit theory for the radial
line. The most glaring discrepancy occurs when the switch current is turned off,
leaving energy trapped in the radial line.

To account for the experimental facts, we suggest that the observed current
turnoff, with the resultant pulse narrowing,; is related to the creation of carriers in
the annular region of the semiconductor. If sufficient carriers are created in this
region, then the pulse output path will be shorted out, and the energy will be
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Figure 8. Output waveform obtained with a 2-mm-thick GaAs device. Switch
is biased to 6 kV and triggered by a laser diode. Output is delivered to 50-0
load impedance.

trapped in the radial structure. When the device is turned on by the laser light illu-
mination, an electric field (field strength determined by the bias voltage and the
length of annular region) is established in the annular region, between the center
electrode and the inner radii, and this field helps to create a transverse conducting
path. For the thicker device (3 mm) with the larger inner radius (0.8 cm), the
Nd:YAG laser fails to interrupt the current pulse (fig. 2). For the 2-mm thickness,
however, the current interruption begins to appear (fig. 3 and 4). Because of the
large annular region and the multiple wave reflections, however, the interruption is
not complete and oscillations of the peak current are observed. Mechanisms which
might alternatively turn on and off the supply of carriers would include avalanche
effects and rapid surface recombination. The initial carrier profile, determined by the
laser pulse, may already partially bridge the gap between the inner and outer con-
ductors, thus making it easy to short out the pulse for smaller inner gaps. One may
speculate that if the closure of the annular region is caused by an avalanche, then the
pulsewidth is determined by the delay time for the onset of the avalanche. For the
same device (0.8 cm inner radius), it is also interesting to note that with the laser
diode, there are no current spikes. This is attributed to the smaller light pulse en-
ergy, as well as the decreased light penetration of the 904-nm wavelength, which
makes it more difficult to close the annular region. Under these conditions the RLC
decay is observed without any current spikes.
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The situation is far different when the inner radius is reduced from 0.8 to 0.2 cm
(maintaining the same center electrode radius of 1 mm). For the Nd:YAG laser, a
single pulse is observed, and we suggest that the annular region remains completely
closed off because of the smaller spacing. This smaller spacing will result in a large
field strength, as well as a shorter plasma spreading path. The combination of these
two factors may initiate an early onset of an avalanche and contribute to the genera-
tion of subnanosecond impulses. With the laser diode excitation, a single pulse is
again achieved, but with a somewhat larger pulsewidth (2 ns). The larger pulse-
width may be connected with the larger delay time for the onset of an avalanche.
Such a long delay may be expected, since the laser diode produces fewer carriers to
seed the avalanche initially.

Other possible mechanisms may account for the closure of the device, including
breakdown in the output coaxial line. The observed current turnoff, however, occurs
at electric fields as low as 5 to 10 kV/cm in the coaxial line. The relatively small field,
combined with the speed of the event, makes it unlikely that the source of the clo-
sure is the breakdown in the line.

4. Conclusions
Narrow-pulse generation has been achieved in monolithic, GaAs switches

fabricated in the form of a radial transmission line. Pulses as narrow as 500 ps with
5-kV output into a 50-0 load have been achieved. The large voltage enhancement (a
5-kV output voltage out of a 6-kV bias voltage) is attributed to the impedance trans-
formation of the radial transmission line. The narrow-pulse operation is attributed to
the plasma spreading into the annular region of the GaAs region. The presence of
these carriers probably leads to avalanching, which disconnects the radial line from
the output after a fraction of a nanosecond. Using this mode of operation, consider-
able improvements in peak voltage output, as well as further reduction in pulse-
width, are envisaged. In addition, extremely fast repelition rates may be possible
because of the trapped energy in the transmission line, which would reduce subse-
quent charging times.

Acknowledgement
The authors acknowledge J. Conrad and M. Wade for the switch fabrication.
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Appendix. SPICE Simulation of Monolithic Photoconductive GaAs
Pulser

A SPICE simulation may be used to obtain the response of the radial structure
of the pulser. This appendix describes general technique, which may then be par-
ticularized to the radial line. The technique involves first breaking up the trans-
former line into a number of segments of equal length, each of which has a constant
impedance. The impedance value of each section follows the functional dependence
of the transformer line with length, connecting the initial impedance to the final
value. Once this is done, standard software, such as SPICE, may be used to find the
transformer line response. In figure A-I, which demonstrates the technique, the
impedance is a function of length Z(x). Accordingly, the transformer line is divided
into N sections (N = a positive integer), defining a set of lengths xn given by

xn = xi + n(xf- xi)/N, (A-1)
where xi is the initial value of the device length, xf is the final value, and n is an
integeri: 0, 1, 2, ... , N. The length of each section is (xf- xI)/N, and the average im-
pedance of each section is Zm = Z(xm), where

Xm = (Xm + Xm-i)/2 (A-2)
and m = 1, 2,..., N.

The above technique may be applied to the radial line, where the radial charac-
teristic impedance of the wave may be approximated by

Z(x) = (377d) / (2pe"12x), (A-2)

where x is the radius, d is the separation between the circular plates, and e is the
relative dielectric constant. Equations (A-I) and (A-2) are then used to set up the
SPICE simulation.

Z IZ3.... . ., o" R,=Zo,.W

Figure A-1. Division of transformer into a number of sections. Each section is
approximated by a constant impedance, thus allowing for a simple computer
simulation (such as SPICE).
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Establishing Integrated Two-Man Crew Station (ITCS) Requirements

Mr. Gerald R. Lane
U.S. Army Tank-Automotive Command

Research, Development & Engineering Center
ATTN: AMSTA-ZR

Detroit Arsenal, MI 48397-5000

PROJECT OBJECTIVE:

Technology advances in automation and robotics for vehicular
applications have reached a threshold in demonstrated performance. Now,
two-man combat vehicle operation can be a battlefield reality. Driving
automation developed under the Unmanned Ground Vehicle Program can
.contribute significantly to driver workload reduction/part-time elimination. The
U.S. Army Tank-Automotive Command is drawing plans for an Automated Iw-o-
Mon Testbed (AUTOMATE) project to investigate critical crew performance
interaction and task performance when the crew is augmented with driver
aids and advanced integrated control and displays.

BACKGROUND:

AUTOMATE is one of several ongoing reduced crew programs throughout
AMC developing critical combat vehicle technologies for two-man crew
operation. The TACOM Integrated Two-Man Crew Station (ITCS) Project
encompasses all aspects of combat vehicle operation including
comprehensive soldier-machine interface studies by the Human Engineering
Laboratory (HEL) and the automation of the fire control by the Armament
Research Development and Engineering Center (ARDEC). The AUTOMATE
project will provide the ITCS program with critical driver automation field
validated performance data. This data will be used in crew task performance
simulation to optimize crew station/vehicular automation subsystem design
alternatives.
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The AUTOMATE ---------------
concept was initially.......
sug g e ste d b y M G Ric k .............................. ...................... ...............
Brown in 1986, when he ..............*••...*..... .**.*.*.*.*...... .....
was Commander of the : :bn:b:gY
A rm o r C e n te r. In a ......... .............................................................
meeting with Defense -iW ..T. 4I....i Ma..a..O.eration
Advanced Research 6 ......ASM 3 M: n + u..
Projects Agency ...... Men + Autcnnate4 Dr:: ::g

(D A RPA ) a nd TA C O M : .:::.::.::.:: .:..: ...::i::.::i::.::::::::i::::::: ::i::.::i:.
Research Developm ent ............ o................................•.................
and Engineering C enter .............. ........ ....;.;. .. .........
(TA R D EC ..IO . ~ e ........ rtree

representatives, MG ........
Brown stated the
autoloader could reduce the crew to three. With the addition of driver's aids
(e.g., Computer- Aided Remote Driving (CARD) and an Automated Route
Planner), another crew member could be eliminated. The concept was for
the driver to drive in noncombat scenarios and during combat with
automated driving- the driver could perform gunner and/or commander
functions.

Since 1986, significant advances have been made in autonomous
vehicle driving under the Office of Secretary of Defense (OSD) Unmanned
Ground Vehicle (UGV) Program. AUTOMATE builds on MiG Brown's original two
man crew concept. it leverages and applies ongoing OSD sponsored UGV
research to a manned combat vehicle need.

PROJECT PLAN:

The AUTOMATE project will be designed, developed and tested by the
TACOM TARDEC. It will integrate technologies primarily from the OSD UGV
program together with a M 113 automation project developed for Operation
Desert Storm.

UGV technologies planned for integration in AUTOMATE are (1)
Automated Route and Mission Planner, (2) CARD, (3) Autonomous Road
Following, (4) Retrotraverse, (5) Autonomous Cross Country, (6) Peripheral and
Stereo Video displays, (7) Electronic Map (8) Menu Driven Touch Panels and
(9) an Intelligent Message Router.

AUTOMATE will use a M 113 standard armored personnel carrier for the
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testbed. During Operation Desert Storm, TACOM developed a M 113 remote
control system to be used as a lead/point vehicle for mechanized unit or
convoy operation. The robotic M 113 would trip booby traps, mines or draw fire.
AUTOMATE will use the remote control automotive actuator system to give
both crew members a drive-by-wire capability.

The AUTOMATE concept is shown in Figure 1. Note the mid-vehicle, side-
by-side crew station location. Both crew members will have completely
redundant control stations. Each crew member can drive or act as the gunner
or commander. The crew station will be built similar to the driver station
developed for the UGV program Robotic Command Center, shown in Figure
2 and Figure 3.

Another subsystem imported from the UGV program is a stabilized sensor
platform. For the UGV program, the sensor platform was used for Autonomous
Driving, for AUTOMATE, it will serve as the Target Acquisition with a second
stabilized sight used as a surrogate for the tank gunner's primary sight. The two
sights will allow the crew task function evaluation to assess the ability of the
crew to perform target acquisition and gunnery while the driving is under full
automation.

OPERATIONAL CONCEPT:

The AUTOMATE project
objective is to demonstrate the ............... .......
concept feasibly and develop a ....................... *'. * ......... * '' -.'.'.'.'.'. * , ''..
validated field test data base .......
for two-man crew operation D.i....Manual A..o.....d
with driver automation. The Maiiual
initial operational concept of C:x: wwi: M J ...................... * . . ... .. •. . •. .. •... . . . . .... •..... . . •. .. . ... .. .... • ..• .• . ....... •.•. . ....

AUTOMATE is to accomplish the :•• ••• ••• •.• :• ..• : .•.:.•.• . .:• • .•.: . . ... . . . ....• . .:.•.: . ..• : .•.•.•.•.:.•• • •. : •.•.•. :•.. . . . . . . .

full capabilities of a combat
vehicle operation/tank with two crew members. it assumes that automatic
ammunition loader and automated fire control techniques will be available.

NONCOMBAT. During noncombat operations, AUTOMATE'S two-man
crew can operate in two modes- manual or automated driver. In the normal
mode; manual, the driver would perform typical functions. In the automated
mode, the driver could tend to administrative functions or use an acquisition
sight for surveillance. The commander/gunner would perform normal
command functions. In vehicle road marches, the automated mode may be
particularly helpful as a safety aid to prevent accidents during extended
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combat operations from driver fatigue/falling asleep. This mode enables
supervised driving, not reducing full-time continuous manual control.
Autonomous road following would be activated to perform this noncombat
driver automation.

A second noncombat capability is the use of the route planner and
electronic map. The route planner, coupled with the electronic map can assist
the crew in normal travel to and from the engagement area.

Another automated noncombat mode relieves the crew almost totally.
For use in road convoys, the robotic convoy mode could allow the crew to
rest, possibly sleep, while following a lead vehicle. Today the robotic convoy
mode is being designed to operate on well-defined roads through the
implementation of an automated neural network driver.

COMBAT. AUTOMATE's primary objective is operation in a combat
mode. The basic principle is to automate the driving function, thus freeing the
driver to perform gunnery or target acquisition. The combat operation to
initiate automated driving is broken down as follows:

1. Crew receives mission orders.
2. Driver or commander plans a global route on the electronic map

digital terrain display inputting; start, objective, way points, mission type,
vehicle type, threat location (probably automated input from higher-level
systems), season and environmental conditions.

3. The route is planned and displayed on the electronic map. The
crew would then iterate/adapt the route, if desired.

4. The driver selects the desired driver aid- Autonomous Road
Following, if on a road; CARD, if bounding from concealment position to
concealment position; Autonomous Cross-Country, if the route planned and
displayed on the video is acceptable with no modifications.

5. For the CARD mode, the driver would designate a path between
points of concealment. CARD can also be used for multiple steps but requires
a replanning mode, which may be difficult on the move. CARD could be
used during the autonomous cross country travel when the driver selects a
major deviation to the route plan displayed.

6. The driver initiates the automated driving mode. The driver
confirms vehicle movement on the real-time electronic map.

7. The driver begins gunnery or target acquisition functions.
8. Either crew member can monitor driving video or position, heading

and field-of-view coverage on the electronic map.
9. The crew can select the retrotraverse mode at any time. This will

command the vehicle to retrace the last segment of the route travelled.
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Retrotraverse is particularly useful to automatically move the vehicle to
secondary firing position.

10. Either crew member can replan a path segment as mission
changes or new terrain or threat information is obtained.

11. Critical mission threat, and vehicular position, heading and
field-of-view information is automatically passed between vehicles in a
unit/platoon to facilitate inter-vehicular cooperation.

TECHNOLOGY:

AUTOMATE technology is ......
primarly being developed for :.i......:i.iJ:PiIiD idHi.rn

Unmanned Ground Vehicles
(UGV). UGV's have similar driving ......tr~ j Real Time...needs to the AUTOMATE driving .. 2.... tom:tt.c. -o:1te Pt:nn
concept; driving is performed by .3...Re..........
the computer. AUTOMATE's .................4....terAide ii g
driving performance, however, :T0 ow5.lAutononius4 lwing....
can be improved because the 6. Robetii Convoy
driver is on board and can sense 7. Auto .......mo ....us .Cr.ss-.Co.nt......
the full vehicle feedback; all
vibration, shock, noise, vision,
attitude smoke, and smell. Implementation of intelligent driving capability on
manned tank-automotive materiel is a logical first step.

The principle driving automation
...................................... . elem ents are planning, perception,
....... -Sii~"•:~"A : -W064--.control and display. The UGV program
............................. ..................... has research in all these elem ents.

P1, in!............. Although not a final design in controls and
... ......................... displays, the driver's station in the Robotic

....... trol .. • ...................... Command Center offers a proven
....... •.... capability at a cost and schedule

.......... ...... •: efficient price.
The critical driving aids which are

the cornerstone capability of AUTOMATE are listed in a hierarchical order of
development and driving automation performance. Each of the driving aids
will be discussed separately in each driving automation element.
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PLANNING. The planning is broken down into three
subelements: Route, mission and communication. : ---, -.... -
Planning efforts underway emphasize multiple-
vehicle cooperation and reactive planning.
Hughes Research Laboratories is developing a ... R.u................
planning system with direct connection to the MiSiion
perception system, Advanced Decision Systems Inc. C............i.i......

is developing a mission planner based on variable
behavior control, and the University of Michigan is
developing a planner based on the coordination of multiple vehicles. All three
aspects will be fused in a higher-level planner system in the UGV
Demonstration 11 scheduled for 3rd qtr FY95.

All these planner systems are built upon the initial multi-vehicle route
planner developed for the Robotic Command Center. This planner embodied
expert system knowledge to plan the mission; tactical reconnaissance,
movement to contact, decoy, convoy, evacuation and recovery. The route
planner displays in real-time; the position, heading and field of view of its unit
vehicles on a tactical map display based on a 30-meter digital terrain
database.

E-fCEPI[t/. There are two AUTOMATE Perception ::::::::..
modalities; human and machine. Each perception mode ... ................
can interact with each driving automation element. ............................
AUTOMATE's operators selectively move in and out of ..................
both perception modes as the mission progresses. The .............
current perception mode performance capabilities are
primarily driven by UGV research ongoing for UGV .....

Demonstration II in 1995.
The first step in execution of a mission order is the overall perception of

the local scene/environment or battlefield. Today and for the foreseeable
future, this is best performed by the operator. Through the use of many vision
modes; peripheral, stereo, thermal, etc., the operator perceives the local
scene/environment, and with the use of map data, determines the optimum
driving-aid methodology. In AUTOMATE, the driver can select from the driving
aid Hierarchy; (for planning the driver can use) Electronic Map or Automated
Route Mission & Mission Planner, (or for driving select from) Retrotraverse,
Computer Aided Remote Driving (CARD), Autonomous Road Following (ARF),
Robotic Convoy or Autonomous Cross-Country.

The driving aid technologies are primarily developed under the OSD

217



UN CLAS••Sr .1ED

LANE

UGV program. Retrotraverse developed by the National Institute of Standard
and Technology (NIST) under the Army Research Laboratory sponsorship has
demonstrated retrace of a vehicles path automatically with path deviations
less than one meter in 100/-200 meter retraces. Computer-Aided Remote
Driving (CARD), developed by the Jet Propulsion Laboratory under TACOM
sponsorship, allows the driver to predrive/designate the vehicles path in a
video scene. The driver moves the vehicle icon in a 3-D/stereo video scene,
as the vehicle moves away (into the scene), a path (full vehicle width) is
displayed. At the end of the path designation the driver executes CARD. The
vehicle now drives the path under full computer control. A passive stereo
vision based obstacle detection/avoidance system is added to correct for
navigation or path designation errors. The vehicle will automatically stop if it
detects an obstacle in its path. In the future, when the earlier discussed
reactive planning algorithms are added, the vehicle will avoid/go-around the
obstacle.

Autonomous Road Following (ARF) performance has increased
dramatically under the DARPA-sponsored TACOM contract with Carnegie
Mellon University (CMU). CMU using a technique called Autonomous Land
Vehicle in a Neural Network (ALVINN) has demonstrated ARF at speeds up to
104KPH and distances over 20 miles per segment. ALVINN follows defined road
edges using a neural network approach which is trained by the operator.
Because its trained by the driver, it reacts very similar to him, copying turning
and lane position styles. Other ARF techniques available when road edges are
not adequately defined include: color segmentation, following the distinct
color of the road; texture matching, comparing the road texture to the
background; or shape/profile tracking, use range reflectance to recognize
the unique road profile/crown.

Robotic Convoy research underway by TACOM is focused today on
tactical vehicle applications. For AUTOMATE, it offers the crew additional
safety and administrative time. The TACOM research contractor, Redzone
Inc., plans to use the CMU ALVINN coupled with a hybrid Kalman filter-based
navigation (GPS and inertial navigation) system to implement a robotic
convoy. The lead-vehicle ALVINN processor will learn the path from its driver.
it will transmit the path and navigation data to the following vehicle, and so
on back to all convoy vehicles. This TACOM research is scheduled for
demonstration in the 2nd Qtr FY94. At that time, it will be available for
AUTOMATE integration.

The robotic convoy techniques must become more robust for the
battlefield and traffic. TACOM plans to supplement it with ongoing
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Department of Transportation (DOT) research into blind spot/side, rear and
front obstacle detection. DOT is also researching lane-weave correction
techniques which could supplement ALVINN.

Autonomous Cross-Country provides the greatest technical challenge,
but it is absolutely essential for AUTOMATE to demonstrate battlefield potential.
CMU research is now focusing on cross-country movement. TACOM provided
a GFE HMMWV for the CMU research. Entitled NAVLAB I1, the robotic HMMWV
has began traversing mild cross-country terrain. The CMU work is
supplemented with the Hughes Research Lab (discussed earlier) reactive
planning work. The reactive planning will facilitate AUTOMATE maneuvering to
avoid obstacles and remain on its route plan, if possible.

Other complementary research includes the Joint TACOM/DARPA
sponsored JPL Passive Stereo Vision research in obstacle detection and
general scene understanding.

These projects are complimented by the TACOM contract with the
University of Massachusetts (UMASS). Similar to CMU, UMASS will configure a
robotic HMMWV to perform perception research. The UMASS Perception Lab
will focus research in natural landmark recognition. AUTOMATE will use the
local landmarks as waypoints in execution of its route/mission plan.
CONTROL. The Control element in AUTOMATE ..............................

include both human and machine modes. The
control element has three subelements: Input ..................................
devices; vision and planning processors; and the .. .......................
servo actuator automotive controls. The human Pro!esspr
control mode is primarily divided into two categories; Se::/:: : ::a:o::
hand controls and data entry.

AUTOMATE will
........................ ................... provide the operator

........... with multiple hand controls specifically
................................. selected for optimized performance in different

.......ii........'::::::::::: driving and mission tasks. The Joystick has
....................... demonstrated superior target acquisition and

Yoke w!::i: !: v• ii gunnery performance; the Trackboll provides, -. ., .,................ -......... I............. . .. .. , -. - ., .

....................... the best means to move the cursor on an
........................................... electronic map or menu display; the yoke with

force feedback provide the operator with the
best feel of the road; and the spaceball

enables CARD to move the cursor in three dimensional space, required for
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accurately designating the range to vehicle turning point.
Whenever possible, each hand control will be reprogrammable to

evaluate the side-by-side performance. Quantification of performance for
each automation mode controlled by various hand control approaches will
be obtained.

Two methods of data entry will be available; menu
and keyboard. Menu will be available on the touch- .. ... ...
sensitive videos, high resolution electronics maps and ..................
touch panels. Some data, however, is more efficiently ..M...e......
entered via keyboard. MENUs will be designed to . K...d
minimize AUTOMATE keyboard entry. The Keyboard, .....................
however will provide a diagnostic and inter-vehicle .."""""""""""
communication capabilities.

The control processor will be a hybrid of vision and general-purpose
processors including Improved Warp (I-WARP), datacubes, silicon graphics,
LISP, etc. The DARPA Image Understanding Architecture (IUA) may be an
eventual AUTOMATE upgrade, as processing requirements grow based on
planning, perception control and display capabilities expand.

Data Transfer for AUTOMATE is also a
......................-.-...-... requirement with three alternatives: simple floppy

...... disks, CD ROM or serial. Both techniques will facilitate
........................ .. ease of data input from a variety of supporting......... l. IS ....... research projects/organizations. AUTOMATE's Standard

CD:-ROM Army Vetronics Architecture (SAVA) will facilitate data.. . . .. . . . ..... .. •..... . . :. ...... .. :... I .......
........... transfer via a serial link. The serial link will be used

primarily for diagnostics or up/down loading of
programs. Whereas the floppy disk/CD ROM will be
used for data transfer, e.g., digital terrain data base,

threat information, etc.
The servo-actuator control system is an adaptation of the M 113 TACOM

developed for Operation Desert Storm. It controls the basic automotive
functions; start engine, acceleration, braking, steering and transmission gear
select. The actuators are both electrically and hydraulically actuated. The
steering, braking and throttle are hydraulically actuated with pressure from the
crew ramp hydraulic system.

DSPLAY. The crew displays specification selected for AUTOMATE are from the
Robotic Command Center; high resolution for Electronic Map, Silicon Graphics
for 3-D Stereo display, three-screen wrap around for 1800 peripheral vision and
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Touch Panels for menu-driven feature selection. ............... .....

Graphic video overlays and some touch-screen .............. i ........

video (left and right monitors only) will be :'*""" ':'*: ' '
integrated. Additional video monitors will be E....c........c Map* .......
provided for instantaneous monitoring of mission Stere... ..
sensors or driving sensors if in the automated driving ...er....phal...
mode. AUTOMATE will also employ a video overlay Touch Panel
(multiple video on one screen) capability to _________________

improve crew performance. This will allow the crew
to concentrate on one versus multiple screens.

OTHER TECHNOLOGIES

The AUTOMATE system will be implemented on the Standard Army
Vetronics Architecture (SA VA). This will require recoding much of the research
software. However, it is minimized because most research organizations use
the VME architecture for development. SAVA is an expanded VME system
with built-in diagnostic capability.

Two stabilized sensor platforms will be provided offering daylight and
thermal vision capabilities to perform target acquisition and gunnery tasks.
Both will have full 3600 panoramic vision.

The driving sensor platform will contain peripheral and stereo camera
arrays on a stabilized mount. The driving sensor will be limited for daylight
vision at this time, because most UGV research has selected this spectrum as
a first step. A supplemental laser scanner will be mounted to provide range
measurements for ARF and obstacle detection.

SIMULA7ION

ITCS and AUTOMATE will be guided in all three phases through both
analytical and physical simulation. Initial crew operational requirements will
be modeled on CRAVES (Army Crewstation Design Tool) developed by the
Human Engineering Laboratory. The CRAVES model will identify the impact
of altemative crew station design, assess impact of crew-reduction on mission
effectiveness and assess overall system performance with various crew
workload distribution. The CRAVES model will help assess crew reduction
potential of driving automation demonstrated in AUTOMATE.

The Vetronlcs Crew Display Demonstrator (VCDD) will feed the
AUTOMATE crew stations design and be adapted to simulate driver
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automation.
Both CRAVES and VCDD simulations will help specify initial crew station

design specification, support development and will be validated with field trials
from AUTOMATE, SMI from HEL, and fire control capabilities from ARDEC.

SUMMARY

The technology is available to Establish Requirements for an Integrated
Two-Man Crew Station (ITCS). The technology will come from several AMC
sources with appropriate subsystem expertise; Soldier-Machine Interface from
Human Engineering Laboratory, Fire Control Automation from Armament
Research Development and Ed-,gineering Center and Tank-Automotive
Command implementing overall system integration and driving automation.

AUTOMATE will serve as the driver automation testbed to develop the
required driver's aids for two-man crew operation, in parallel to other ITCS
activities.

AUTOMATE reduces the ITCS program risk by independently specializing
on the driving automation topic through the implementation of the OSD UGV
research initiatives.
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BACKGROUND

Knowledge of the fracture phenomena of energetic materials subjected to high
acceleration (high g) is of paramount importance to the Army in such fields as ordnance and
propulsion applications where energetic materials are often subjected to high, fluc. ,ating,
and/or sustained accelerations. For example, explosives in projectiles are subjected to high
setback forces (up to 50,000 g) and centrifugal forces due to rifling during the gun launch
process. These high setback forces can cause fracture and premature ignition of explosives.
Interaction of the stresses produced in projectile explosives by the setback forces and
charge motion can lead to rapid temperature rise at the location of voids, cracks, and other
defects. These sites of localized temperature rise are potential ignition sites, that can
result in premature ignition. Grain fracture of solid propellants during acceleration can
result in abnormal burning and performance. Therefore, achievement of a more
fundamental understanding of the behavior of energetic materials subjected to high
acceleration is a key to better practical ordnance designs that solve the problems of
abnormal propellant burning and premature ignition of explosives during gun launch.

High explosive materials for military applications must have a uniform density and
composition. Early detection of defects in hign explosive pressings can reduce the cost and
improve the safety of the high explosive production cycle. Better high explosive
characterization can lead to improvements in production processes and explosive
performance. Laboratory and statistical techniques described herein have been pioneered to
characterize the grain sizes in energetic material fracture surfaces during high
acceleration. These techniques have also contributed to understanding the fundamental
physics of the fracture process during high acceleration.
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INTRODUCTION

We have created several new fields of research to study the mechanical behavior of
energetic materials during high acceleration by using an ultracentrifuge (1-6), and to
characterize the mechanical failure surfaces of energetic materials by power spectral
statistical techniques (7-12). This is the first time that ultracentrifuge techniques and the
new science of fractals have been used to study the fracture physics of energetic materials
during high acceleration. The objectives are to define the nature of the mechanical failure
during hiqh acceleration and to determine the role of fracture in explosive sensitivity.
Extensive studies have yielded highly significant results that are of critical importance in
the understanding of major munitions problems. This work is particularly relevant to the
future development of insensitive energetic materials used in weapons with higher
acceleration and longer range, such as rocket assisted projectiles and liquid propellant
weapon systems.

The mechanical behavior of energetic materials subjected to acceleration greater
than 104g has been studied in an ultracentrifuge (1-6). The energetic material
experiences a pressure gradient both during acceleration in the gun and under g-loading in
the ultracentrifuge. The pressure gradient experienced by the explosive during acceleration
in the gun and under g-loading in the ultracentrifuge is unique and leads to different kinds of
behavior and failure than under other material test conditions. Therefore, the pressure
gradient experienced by the explosive under g-loading in the ultracentrifuge is more
relevant to the gun launch process than are the behaviors and failures of materials studied
under other test conditions.

Under g-loading, TNT, Composition B, and Octol have been discovered to behave as
brittle solids. Millimeter size particles have been discovered to break loose from the as-
cast surface when the tensile or shear strength is exceeded. The fracture threshold of TNT,
Composition B, and Octol has been found to vary between 10,000 g and 60,000 g during high
acceleration. A hemispherical fracture surface is found to form. The millimeter size
fractured particles are found to break up into 10-20-pgm average size particles of
explosive during their impacts on the opposite side of the void (1-6).

A new mode of void collapse, not previously known or considered in ordnance
technology, has been discovered (1). This finding is a highly significant result for the Army
and the scientific community in that previously it had been thought that adiabatic
compression due to viscoplastic behavior of the explosive could cause temperature rise and
ignition (13). Our results reveal, however, that fragmentation may have a significant role
in premature ignition. Specifically, the particles of explosive in a projectile that break
loose under acceleration are confined to a void. These particles impact the opposite side of
the void and break up into micron size pieces. These fine particles of explosive can be more
easily ignited (i. e., premature ignition) than the bulk explosive. This is a very important
consideration for premature ignition since voids can fill with fragments of explosive during
high acceleration.

Projectiles were fired with embedded TNT samples and recovered to determine the
details of fracture during the actual gun launch process (5). About 10% of the TNT sample
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was found to fracture into 80-lrm average size particles. This experiment has thus shown
that a significant number of particles can fracture during the millisecond time frame of the
gun launch if the fracture threshold is exceeded.

An explosive crack problem was experienced with the Octol in the STAFF (Smart
Target Activated Fire And Forget) warhead. During g-loading in an ultracentrifuge, the
fracture acceleration of Octol STAFF warhead samples varied from 23,000 g to 60,000 g as
a function of location in the warhead. Corresponding values of effective tensile stress at
failure were calculated from these values of fracture acceleration and the fractured mass.
Knowledge of the tensile strength of the STAFF Octol was an essential contribution to the
solution of the explosive crack problem in the STAFF warhead (6).

We have underway a program for studying in detail the fracture behavior of TNT,
Composition B (59% cyclotrimethylene-trinitramine (RDX), 40% TNT, and 1% wax), and
two types of Octol (70% cyclotetramethylene-tetranitramine (HMX) and 30% TNT; = 83%
HMX and - 17% TNT) using an ultracentrifuge (7-12). This program includes especially
the study of the characteristics of the fracture surfaces of the materials. In this paper, the
results and conclusions obtained from statistical studies of the fracture surface topography
along several parallel scans across the fracture surfaces of TNT, Composition B, and Octol
are described.

TECHNIQUE

The fracture surfaces of the energetic materials under study are obtained by
accelerating prepared samples in a Beckman preparative model L8-80 ultracentrifuge. The
sample under study can be rotated up to 60,000 rpm (500,000 g). When the tensile or
shear strength of the object material is exceeded, a fracture surface is obtained. A diamond
stylus profilometer has been used to measure the topography of the surface after removal of
the sample. Profiles have been obtained at several locations spaced approximately 1.0 mm
apart across the surface. Spatial wavelengths along each trace of 1.0 gim !o approximately
1.0 cm have been statistically characterized. Spatial power spectra have been calculated
from the data of the individual traces using a prolate spheroidal data window (14-15)
applied in the horizontal space domain prior to using a fast Fourier transform algorithm
(16). The. spatial frequency bands for which power spectral amplitud-es are reported are
designated A and C in Table 1.

RESULTS

TT The sample of melt-cast TNT reported here was found to fracture at an
acceleration of 50,000 g at 250C. The spatial power spectra of the fracture surface profiles
across traces g and i (see Inset) are shown in Figure 1. The distribution of peaks in the
spatial power spectra show the nonuniform TNT grain size. The TNT grain size varies
discontinuously from - 0.1 mm to - 1.0 mm. Figure 1 also shows how the nonuniform TNT
grain size varies with location across the surface. As has been shown previously (8-12),
the spatial power spectra for TNT falls off with increasing spatial frequency. The solid and
starred lines superimposed on the spectra traces are linear fits to the sections of the spectra
corresponding to the line lengths.
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Table 1. Spatial frequency bands for which TNT power amplitudes are plotted in Figure 3

A 1.0 mm-1
C 1.4 -1.8 mm-1
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Figure 1. Spatial power spectra of the fracture surface profiles for sample traces g and i of
TNT. The locations of the profile traces across the sample surface are shown in the inset.
Diamond stylus horizontal spacing is 0.004 mm.

The variation of the spectral slope across the surface is of considerable interest. In
the frequency interval 100 mm-1 to 101 mm-1 the spectral slope of trace g is -3.5. We have
found values similar to this for the spectral slopes in our previous studies of TNT (8-12).
The spectral slope of trace i is -2.1 in this frequency interval. The absolute value of the
spectral slopes for profiles g through k of Figure 1 are plotted in Figure 2 as a function of
the sample trace. Similar results are obtained for sample traces a through f.

For spectral slopes s -3, the fractal dimension of the respective wavelength interval
equals one (17-18). Such a slope suggests that the failure process is deterministic. As we
have noted before, this interpretation is consistent with the occurrence in the spectrum of
quasi-harmonic peaks. That is, the occurrence of the peaks, which correspond to TNT grain
sizes, as well as the magnitude of the spectral slopes, indicate that, in general, the fracture
is occurring at grain boundaries: intergranular failure.
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For spectral slopes, s, that lie in the range -3 < s _< -2, the fractal dimension is
given (17-20) by

s = - (5-2D), (1)

where D is the fractal dimension. The fractal dimensions for profiles i and d are 1.5 and
1.8, respectively. This indicates that the failure is non-deterministic chaos. That is,
transgranular failure occurs through the TNT grain. The region of non-deterministic chaos
suggests that the origin of the failure is in the center of the sample.
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PROFILE LOCATION

Figure 2. Spectral slopes versus profile location g through k of TNT for spatial frequency
interval 100 mm-1 to 101 mm-1.

Also of considerable interest is the nature of the spectral variations across the
fracture surface. This has been investigated by determining the frequencies and amplitudes
of the spectral peaks in each of the spectra computed from profile data taken for the sample
traces a through k. The most prominent spectral peak is listed in Table 1 and is designated
C. Spectral value A corresponds to a low frequency spectral value selected outside a distinct
peak.

The power amplitudes for each of the spectral values of Table 1 are plotted in Figure
3 as a function of the sample trace. There is a distinct tendency for the high peak power
levels to occur for those traces taken closer to the sample edges ( i.e., the spectra from
profiles g and k) for the spatial frequency value, C, corresponding to spectra eaks. The
lowest spectral frequency has a peak amplitude in the center of the sample (profile trace i).
Similar results are obtained for traces a through f. The high peak power levels occur for
edge traces for the spatial frequency values, 2.1-2.6 mm-", corresponding to spectral
peaks. The lowest spectral frequency, A, also has a peak amp'itude in the center of the
sample (profile trace d).
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Figure 3. Power amplitudes for the spatial frequencies A and C in Table 1 plotted as a
function of profile location a throuqh k of TNT in Figure 1.
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Cg.. tionB. The sample of melt-cast Composition B reported here was found to
fracture at an acceleration of 41,000 g at 25°C. The logarithmic normal crystal size
distribution of RDX as specified by military specification Class 1 (21) is shown in Figure
4. Figure 5 shows the spatial power spectra of the fracture surface profiles across traces i
and j (see inset). The distribution of peaks in the spatial power spectra shows the
inhomogeneous grain size of the RDX in the Composition B. The RDX grain size varies
discontinuously from = 0.1 mm to = 1.0 mm in contrast to Class 1 RDX particle sizes in
Figure 4. Figure 5 also shows how the inhomogeneous RDX particle size varies with location
across the surface.
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the inset. Diamond stylus horizontal spacing is 0.003 mam.

In the frequency interval 100 mm-1 to 101 mm-1 the spectral slope of trace i is

-4.0. We have found values similar to this for the spectral slopes in our previous studies of
Composition B (8-9). The spectral slope of trace j is -2.1 in this frequency interval. Theabsolute value of the spectral slopes for profiles i through m are plotted in Figure 6 as a
function of the sample trace. Similar results are obtained for sample traces a through h.

As noted above, for spectral slopes mm -3, the fractal dimension = 1 (17-18). As we

have noted before, this interpretation of a deterministic failure process is consistent with
the occurrence in the spectrum of quasi-harmonic peaks. That is, the occurrence of the
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peaks, that correspond to RDX crystal sizes, as well as the magnitude of the spectral slopes,
indicate that, in general, the fracture is occurring between TNT and RDX grains:
intergranular failure.
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Figure 6. Spectral slopes versus profile location i through m of Composition B for spatial
frequency interval 100 mm-1 to 101 mm-1.

Equation (1) indicates that the fractal dimension for profiles j and e are 1.4 and 1.3,
respectively. This indicates that the failure is chaotic and transgranular failure occurs
through the grain. The chaotic region suggests that the origin of the failure, as for TNT, is
in the center of the sample.

Octol. The sample of melt-cast 70/30 Octol reported here was found to fracture at
an acceleration of 41,000 g at 250C. The logarithmic normal crystal size distribution of
HMX as specified by military specification Class 4 (22) is shown in Figure 4. The spatial
power spectra of the fracture surface profiles across traces g and h (see inset) of 70/30
Octol are shown in Figure 7. The distribution of peaks in the spatial power spectra show the
inhomogeneous grain size of the HMX in 70/30 Octol. The HMX grain sizes vary
discontinuously from = 0.1 mm to = 1.0 mm in contrast to Class 4 HMX particle size in
Figure 4. Figure 7 also shows how the inhomogeneous HMX grain size distribution changes
with location across the surface.

In the frequency interval 100 mm-1 to 101 mm-1 the spectral slope of trace g is -
3.9. The spectral slope of trace h is -2.7 in this frequency interval. The absolute value of
the spectral slopes for profiles c through h are plotted in Figure 8 as a function of the
sample trace. The spectral slopes for profiles i through m and c through g are _ -3. The
fractal dimension equals one for these profiles. Peaks, that correspond to HMX grain sizes,
as well as the fractal dimensions of one indicate that, in general, intergranular failure is
occurring at grain boundaries.
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Equation (1) indicates that the fractal dimension for profile h is 1.1. This chaotic
failure indicates that transgranular failure occurs through the grain. The chaotic region
suggests that the origin of the failure is at the edge of the sample.
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Figure 7. Spatial power spectra of the fracture surface profiles for sample traces g and h of
70/30 Octol. The locations of the profile traces across the sample surface are shown in the
inset. Diamond stylus horizontal spacing is 0.004 mm.

The sample of sedimentation-cast 83/17 Octol reported here was found to fracture at
an acceleration of 60,000 g at 250C. The logarithmic normal crystal size distribution of
HMX as specified by PIC Material Specification for Sedimentation Cast Octol (23) is shown
in Figure 4. The spatial power spectra of the fracture surface profiles across traces a and f
(see inset) of 83/17 Octol are shown in Figure 9. The distribution of peaks in the spatial
power spectra shows the inhomogeneous grain size of the HMX in 83/17 Octol. The HMX
grain size varies discontinuously from = 0.1 mm to - 1.0 mm in contrast to to the HMX
particle size distribution used in sedimentation cast Octol as shown in Figure 4. Figure 9
also shows how the inhomogeneous HMX grain size distribution changes with location across
the surface.

In the frequency interval 100 mm-1 to 101 mm-1 the spectral slope of trace f is
-4.1. The spectral slope of trace a is -2.4 in this frequency interval. The absolute value of
the spectral slopes for profiles a through f of 83/17 Octol are plotted in Figure 10 as a
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function of the sample trace. The spectral slopes of sample traces g through I and c through f
are < -3. The fractal dimension equals one for these sample traces. Peaks that correspond
to HMX grain sizes, as well as fractal dimensions of one, indicate that, in general,
intergranular failure is occurring at grain boundaries.

The fractal dimension for profiles a and b are 1.3 and 1.2, respectively. This chaotic
failure indicates that failure occurs through the grain: transgranular failure. The chaotic
region suggests that the origin of the failure is at the edge of the sample.
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Figure 8. Spectral slopes versus profile location c through h of 70/30 Octol for spatial
frequency interval 100 mm-1 to 101 mm-1.

DISCUSSION

The results of Figures 1-3 as well as our previous work (8-12) show clearly that
the fracture process under high acceleration of our TNT sample tends to occur at grain
boundaries. The results of Figure 2 show that the grain-boundary determination of the
fracture is strongest at the edges of the sample. That is, the spectral peaks have their
largest values for the profiles near the edges of the samples. A fractal dimension of 1 for
these profiles is consistent with this interpretation.

Further, the largest power level at the lowest frequency occurs for two central
traces. This lowest spatial frequency is of the order of the sample size. At the center of the
sample, therefore, the fracture occurs in the bulk: transgranular failure. Such a failure
mode is non-deterministic, i. e. chaotic. Fractal dimensions found for two traces through
the center are consistent with this interpretation.

The results of Figures 5-6 as well as our previous work (10-11) show clearly that
the fracture process under high acceleration of our Composition B sample tends to occur
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between the TNT and RDX grains. The results of Figure 6 show that the grain-boundary
determination of the fracture is strongest at the edges of the sample. A fractal dimension of
1 for these profiles is consistent with this interpretation. Figure 6 shows that
transgranular failure occurs in the center of the Composition B sample. Fractal dimensions
found for two traces through the center are consistent with this interpretation.

The results of Figures 7-8 show clearly that the fracture process under high
acceleration of our 70/30 Octol sample tends to occur between the TNT and HMX grains. The
results of Figure 8 show that the grain-boundary determination of the fracture is strongest
at the center and at three of the four edges of the sample. A fractal dimension of 1 for these
profiles is consistent with this interpretation. Figure 8 shows that transgranular failure
occurs at one edge of the 70/30 Octol sample. The fractal dimension found for the other edge
trace is consistent with this interpretation.
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Figure 9. Spatial power spectra of the fracture surface profiles for sample traces a and f of
83/17 Octol. The locations of the profile traces across the sample surface are shown in the
inset. Diamond stylus horizontal spacing is 0.004 mm.

The results of Figures 9-10 show clearly that the fracture process under high
acceleration of our 83/17 Octol sample tends to occur between the TNT and HMX grains. The
results of Figure 9 show that the grain-boundary determination of the fracture is strongest
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at the center and at three of the four edges of the 83/17 Octol sample. A fractal dimension of
1 for these profiles is consistent with this interpretation. Figure 10 shows that
transgranular failure occurs at the other edge of the sample. The fractal dimensions found
ior two traces at the same edge are consistent with this interpretation.

i 5.0
IL0
-J
ca 4.0
-J

4

a. 3.0
a,,

0 2.0 -
a b c d f

PROFILE LOCATION

Figure 10. Spectral slopes versus profile location a through f of 83/17 Octol for spatial
frequency interval 100 mm-1 to 101 mm- 1

CONCLLUSINS

Understanding of the fracture and rupture of energetic materials subjected to high
acceleration is a key to better practical designs in several fields, including ordnance, the
extraction industry, and space propulsion. In such applications the materials can often be
subjected to high, fluctuating, and/or sustained accelerations. We have introduced fractal
concepts and techniques to characterize the fracture surface topography of energetic
materials obtained at high acceleration. These concepts have provided new statistical ways
to characterize grain sizes of explosives. Of particular importance, these experimental and
analysis techniques now allow quantitative comparisons to be made between different
energetic materials so that improvements and changes in cast and composition of energetic
materials can be verified. These concepts have also provided unique insights into the
fundamental physics of the fracture process of explosives. For example, we have
demonstrated that in general intergranular fracture occurs at grain boundaries or between
grains in a mixture. We have also observed chaotic transgranular fracture through the
grain that may indicate the origin of the failure in the sample. We have shown that the
chaotic failure through the sample center appears to be similar for Composition B and TNT.
We have also shown that the chaotic failure at the sample edge appears to be similar for
70/30 Octol and 83/17 Octol.

This work, both in the laboratory and in the field verification, is a major
breakthrough in improving the understanding of the behavior of energetic materials during
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the gun launch process. This work also confirms that the value of relatively inexpensive
laboratory experiments conducted in an ultracentrifuge, combined with sophisticated
analysis and statistical techniques, can provide important new discoveries that are relevant
and important to the gun launch process. We believe the experimental and analysis
techniques used here have wide applicability in future studies of energetic materials.
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INTRODUCTION

The peptide neurotoxins from Clostridium botulinum (botulinum toxin;
BoTX) are the most lethal substances known. At the present time, seven immuno-
logically distinct serotypes (A-G have been identified and are the subjects of
numerous and extensive reviewsi"4. The BoTX-A serotype is the most toxic species
and can now be massively cloned with low-cost genetic engineering techniques-.
Although a pentavalent toxoid is available (for the A, B, C1, D and E serotypes),
clinically relevant prophylaxis takes months to develop. Immunizing personnel
directly by injecting antibodies for the different serotypes is currently being devel-
oped, but despite this progress there are no effective antidotes that can be adminis-
tered to exposed individuals who are either unvaccinated or who have insufficient
titers of the circulating, neutralizing antibodies. Thus, because of their extreme
potency, availability, and the lack of an adequate set of treatment compounds,
development of medical countermeasures to BoTX is considered by the Medical
Biological Defense Program as high-priority in accordance with the seriousness of
this agent's threat to U.S. military personnel.
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These concerns raise additional issues. For example, other, but as yet
uncharacterized, naturally occurring toxin serotypes may exist and that the present
approach to counteract these new species with specific antibodies would require
further developmental efforts and attendant high costs. Furthermore, site-directed
mutagenesis of genetic material could conceivably produce an infinite number of
novel toxins that could conceivably circumvent the presently available set of
neutralizing antibodies. In light of these problems, an alternative strategy to
discover and develop new countermeasures forms the basis of the present research.
This study's ultimate goal is to identify and develop sinnle pharmaceuticals or other
medical products for clinical care applications that can counteract various BoTX
serotypes (rather than one for each serotype) regardless of their biological origin or
source. To achieve this goal, a detailed knowledge of the toxin mechanism of
action is required.

The primary toxic effect of all the BoTX serotypes (excluding the C2 and C3
serotypes6), is flaccid paralysis of skeletal muscles. The toxin prevents the release
of acetylcholine in the periphery, blocks neurally induced muscle contraction7,8
which can eventually cause respiratory failure and death. The toxin also inhibits the
release or exocytosis of other neurally active substances in cholinergic and noncho-
linergic systems, but at concentrations that are much higher than those required to
exert effects at the cholinergic peripheral synapse. This discriminating action is
presumably due to the selective binding of the toxin to receptors that are predomi-
nantly localized at these presynaptic endings3 .

Like diphtheria toxin (DiTX) which inhibits protein synthesis 9, the Clostridial
neurotoxins (including tetanus; TeTX) block neurochemical transmission by a
complex series of reactions that is related to their tripartite structure. The C-
terminal half of the heavy (H) chain binds to the target site (peripheral presynaptic
nerve terminal), the N-terminal half is involved in the endocytotic internalization
process, while the light (L) chain exerts the toxic effect. Once internalized, the
release (translocation) of the toxic L-chains from the endocytotic vesicles involves a
pH-dependent process that may include the formation of ionic channels. Although
the heavy chains of TeTX and DiTX (and their N-terminal halves) are capable of
forming functional ionic channels in artificial membranes10 16, studies with DiTX
indicate that hydrophobic segments of the light chain can also interact with the
membrane 17 and take part in translocation.
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If a process in this multi-reaction scheme is common to all of the serotypes,
then it is possible that a single treatment drug could be found and developed for
clinical use. Evidence from biochemical studies suggests that the first step in the
scheme outlined above differs for the various serotypes. At least two different
serotype binding sites exist2 . From electrophysiological data, the pattern of the
final, toxic reaction also varies somewhat among the serotypes18. In contrast, the
intermediate process, the toxin translocation step, is not as well characterized and
may yield information on a reaction that the neurotoxin serotypes could have in
common.

Because ionic channel formation by the toxins is believed to play a role in
their internalization we focused on identifying regions within the heavy chains of
BoTX, TeTX and DiTX that could be important in forming ionic channels. Our
approach in localizing channel-forming regions was to use several different comput-
er-assisted calculations to determine free energies of peptide insertion into biologi-
cal membranes. The main assumption in this study was that channels are comprised
of sequences containing both hydrophobic and hydrophilic residues19-22 . Our aim
was to determine where sufficiently long hydrophobic regions occurred and whether
they included amphipathic segments. In conjunction with the presently known
electrophysiological properties of these channels, our calculations support the
conclusion that short segments located in the N-terminal half of the toxin heavy
chains could participate in channel formation.

METHODS

Amino acid sequences of the BoTX-A, C1, and D serotypes and TeTX were
obtained from the National Biomedical Research Foundation (NBRF) database at
the Advanced Scientific Computing Laboratory (National Cancer Institute, Freder-
ick, MD). Peptide search, comparison and analysis software included FASTA23,
the Sequence Analysis Software Package (Genetics Computer Group, Inc.24), the
IDEAS package25 and the programs supported by the Protein Identification
Resource (NBRF, Georgetown University Medical Center). Programs on personal
microcomputers included the sequence alignment program MACAW (Center for
Biotechnology Information 26) and the MacVector analysis package (IBI, New
Haven, CT).

The Kyte-Doolittle hydropathic index2 7 was calculated using the authors'
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SOAP program and amino acid hydropathy scale (i.e., the free energy of transfer of
an amino acid from a nonpolar medium to water). This index was calculated as a
sum of hydrophobicity values of short peptide segments contained within a consecu-
tively moving window. A second program (GES) was written by us to calculate this
free energy of transfer using the amino acid polarity scale, window size and method
described by Engleman et al.2 8 .

Analysis of peptide amphipathicity used the MOMENT program which uses
the Fourier transform to calculate the sequence hydrophobic moment:

N N
<ZH>= {[ E Hnsin(6n)12 + [ E Hncos(6n)]2 }½ (eq. 1)

n=1 n=1

where N = window size, Hn = hydrophobicity of the nth residue, 6 = an angle
from 0-180" (in radians) and a consensus scale for the free energ of transfer of an
amino acid residue from a nonpolar to a polar medium1 9'2 0' 29,3. Multimeric TM
segments were defined on the basis of values for. the moment and the hydrophobici-
ty of the sequence of amino acids within a window. Two different amino acid scales
were used with MOMENT. The consensus hydrophobicity scale of Eisenberg was
used initially. For comparison, we also developed a novel amino acid scale that is
based on the frequency of an amino acid's occurrence in the (nonhelical) nontrans-
membrane and helical (transmembrane) segments of the photosynthetic reaction
center (see Table II in ref. 31). The values for N for each of these algorithms were
selected on the basis of test runs using the amino acid sequence of the M-chain of
the photosynthetic reaction center of R. viridis31 ) when all five of the known
membrane-spanning regions of this peptide were detected.

RESULTS
Sequence alignments

Blocks of similar sequences within the toxins examined in this study were
determined with the MACAW program26 using a modified PAM-120 matrix3 2 .
Regions of amino acid similarity are represented as the wider blocks in Fig. 1.
Gaps were automatically inserted by MACAW to optimize the alignment. The
GCG GAP program33 was used to independently quantify the amount of similarity
in the aligned peptide pairs (Table 1). Similarity in the single chain sequences of
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sequence position

Fig.1. Schematic alignment of the primary structures of BoTX-A, Cl and D and TeTX.
The larger rectangles represent regions of similar residues. The N-terminal of the L-chain
is on the left and the C-terminal of the H-chain is on the right. The H-chain of BoTX-A
starts at residue 448. Gaps were optimally inserted by MACAW

30
BoTX-A H-chain

(N-term. half)20 (KD) N = 7)2o ~(GES N=15)
S((M N=21)
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Fig. 2. The Kyte-Doolittle hydropathic analysis reveals potential membrane-spanning
sections on the N-terminal half of the H-chain in BoTX-A. Three relatively long
hydrophobic regions are indicated by the horizontal lines labelled I, H and III. Window
size (N) = 7. Regions calculated to be transmembrane by GES (G1 and G2) and
MOMENT (M and M') are also shown with their resvective window sizes.
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BoTX (A, C1, D) and TeTX ranged from 55.2 to 68.9%. The highest similarity
scores (73, 69, and 61%) were obtained between BoTX-C1 and BoTX-D. The
interchain comparison between the L- and the H-chains of TeTX and BoTX-A,
respectively, showed about a 40% similarity (not shown). Because comparable
percentages resulted when randomized sequences were used, data from the L- and
H-chain comparisons were not considered to be significant. These results contrast
with the conclusion that the two chains of TeTX are similar34 . In contrast to the
similarities in the primary structures between the BoTX serotypes and TeTX, only a
short segment in the B-chain of DiTX was similar to aregion in the H-chains of the
Clostridial toxins. The importance of this region was revealed during the
amphipathic analysis (see below).

Hydropathic analysis

The KD algorithm and amino acid hydrophobicity scale developed by Kyte
and Doolittle2 7 were used in this portion of the study to obtain the first estimate of
the number of possible TM segments in the Clostridial toxin H-chains. The hori-
zontal bars in Fig. 2 show the extent of the three calculated hydrophobic regions in
the N-terminal half of the BoTX type A H-chain. From the MACAW analysis,
these regions, in general, were similar in the other toxins examined. For conve-
nience, these three sequences will be referred to in this paper as toxin hydrophobic
regions I (residues 596-610), 11 (624-643) and III (650-695).

The computational approach developed by Engleman, Steitz and Goldman28

was the second method used to estimate the number of TM segments. It is similar
to the KD algorithm except that it uses a different amino acid scale and required a
larger window size. The results from the GES program shown in Fig. 3 indicate
that there are two potential membrane insertion regions within the BoTX-A H-
chain. These regions have residues in common with hydrophobic region 11 (625-
630; labelled G1 in Fig. 2) and the N-terminal half of hydrophobic region III (Ilia;
647-676; labelled G2 in Fig. 2). Although the first region has too few residues to
span a biological membrane, it was still considered to be an important area (see
below). As with the KD algorithm, similar results were obtained with the other
toxins examined which again emphasizes the similarities of the different BoTX
serotypes when considering these TM, potentially channel-forming segments.
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Table 1

Comparison of whole toxin (W), light (L) and heavy (H) chains
of selected botulinum toxin serotypes and tetanus toxin

BoTX-A(W) BoTX-CI(W) BoTX-D(W) TeTX(W)

BoTX-A 1/ 1 , 0.552/0.339 0.552/0.343 0.552/0.354
BoTX-C1 - 1/1 0.689/0.536 0.562/0.351
BoTX-D - 1/1 0.553/0.341
TeTX - 1/1

BoTX-A(L) BoTX-Cl(L) BoTX-D(L) TeTX(L)
(1-448)5 (1-449) (1-445) (1-457)

BoTX--A(L) 1/1 0.526/0.345 0.544/0.341 0.528/0.321
BoTX-C1(L) - 1/1 0.611/0.467 0.555/0.348
BoTX-D(L) - 1/1 0.549/0.345
TeTX(L) - 1/1

BoTX-A(H) BoTX-CI(H) BoTX-D(H) TeTX(H)
(449-1296) (450-1291) (446-1276) (458-1315)

BoTX-A(H) 1/1 0.565/0.337 0.558/0.343 0.572/0.379
BoTX-CI(H) - 1/1 0.730/0.572 0.566/0.354
BoTX-D(H) - 1/1 0.561/0.345
TeTX(H) - 1/1

I Values represent the fraction of similar/the fraction of
identical amino acid residues for a given pair of aligned
sequences.
S Values represent the range of amino acid positions.

Hydrophobic moment analysis

Transmembrane amphipathic regions were identified based on values of their
sequence hydrophobic moment (eq. 1) and hydrophobicit 22. Both the consensus
amino acid free energy scale derived by Eisenberg et aL2 and the scale that was
developed by us (see Methods) were used with MOMENT. Using the Eisenberg

243



LEBEDA

PLY

Fig. 3. Helical wheel plots of BoTX-A show the relative orientation of the hydrophobic
(boxed) and hydrophilic (unboxed) residues in region II (residues 627-644, left panel) and
the N-terminal half of region III (652-669: right panel).

BoTXAHN 424

BoTXCIHN 419

BoTXDHN 414

TeTXHN 429

shalx 500

frog 499

mouse 495

PROT2 499
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RCX3x 500
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Fig. 4. Sequences of amino acid residues in the hydrophobic regions of BoTX-A, C1 &
D and TeTX are similar to those of transmembrane segments S2 and S3 of peptides
forming voltage-gated potassium channels from a wide variety of species. Only the N-
terminal halves of the H-chains (HN) are illustrated. The residue positions are relative to
their location on the H-chain.
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consensus scale, a single region (BoTX-A residues 625-695) was predicted by the
MOMENT program to be amphipathic. This region corresponded to hydrophobic
region lila (labelled M in Fig. 2). In additional calculations, the region found by
MOMENT using our novel amino scale also included hydrophobic region II (la-
belled M' in Fig. 2).

Although the low values of <I.t,> for BoTX could not be categorized as
strongly reflecting either an amphipathic helix or B-strand in these single regions, a
helical arrangement for this segment was considered. One possible configuration of
this amphipathic region was visualized by the helical wheel display3 5 . Plots shown
in Fig. 3 illustrate the relative orientation of hydrophobic (boxed) and hydrophilic
(unboxed) residues in regions II and lila (the N-terminal half of region III) of
BoTX-A. These hydrophobic residues tend to be clustered within one quarter of a
possible helical conformation, an arrangement that will be discussed below.

Additional sequence alignments

Interestingly, one of the two amphipathic regions in the DiTX heavy (B)
chain (not shown) was found by MACAW to be similar to the single amphipathic
sequence (region III) in both BoTX-A and TeTX. This alignment suggests that the
channel-forming regions of these three different toxins may have some common
structural features.

A final set of sequence comparisons was performed for which one result is
illustrated in Fig. 4. Amino acid residues in hydrophobic regions I and II of BoTX-
A and TeTX are similar to those in the putative TM S2 and S3 segments of voltage-
gated K+ channels in vertebrate and invertebrate neurons3 6 . In addition, there
were significant matches between these toxin regions and the M2/M3 segments
within the 1B- and y-subunits of peripheral nicotinic receptors3 7 (not shown). The
toxin hydrophobic regions, however, did not resemble the sequences that are consid-
ered to line the ionic conduction pathways and function as selectivity filters.
Similarity between peptide toxins and membrane channels, nevertheless, lends
plausible evidence in support of the hypothesis that amphipathic regions in these
toxins are involved in the formation of ionic channels.
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DISCUSSION

Based on three different sets of calculations, a section containing the
necessary hydrophobic and hydrophilic residues for channel construction was
localized in the N-terminal portions of the H-chains of all the toxins examined.
Two regions within this amphipathic section could span biological membranes. It is
not clear from these calculations, however, if these two regions are helices or B-
strands. Experiments with TeTX H-chain fragments3 8 showed that the N-terminal
portion of the H-chain is involved in a pH-dependent translocation process and
according to Binz et al.5, this region includes regions II and III as defined by the
KD analysis.

Possible TM regions in the H-chains that were identified in this study lack
the series of charged residues that exist in voltage-gated K+ channels36 . It is
possible that the toxin segments serve only as structural components39 . On the
other hand, the importance of uncharged hydrophilic residues lining ionic channels
has been emphasized by Eisenman and coworkers40 . Because of the similarity of
some residues with those in the TM regions of biological channels, it is likely that
these regions adopt similar secondary structures. Despite apparent similarities in
peptide structure between toxins and ionic channels, the cautionary remarks of
Doolittle4 1 on spurious matches and inferences about ancestral relationships must
be also considered.

The schematic diagrams in Fig. 5 may be used as a starting point in portray-
ing the formation of ionic channels by toxin H-chains. If only a relatively short
portion of the H-chain traverses the membrane to form two antiparallel segments, it
would be expected that both the N- and C-terminals would remain on the cis side of
the membrane (Fig. 5A-C). The single amphipathic region that was predicted was
divided into two hydrophobic regions (II, IlIa). The steps for binding (5A),
insertion (5B) and alignment (5C) are shown from a view lateral to the membrane
(parallel lines). Further details in the alignment process are illustrated in the view
normal to the membrane (Fig. 5D). Shaded areas that correspond to the hydrophil-
ic residues depicted in the helical wheel plots (Fig. 3) are aligned toward the
hydrophilic residues located within the opposite region.

From the electrophysiological evidence obtained with artificial membranes,
the concentration-effect relation for DiTX and BoTX is a power function1 1 '1 4 , a
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STEPS IN CHANNEL FORMATION BY BoTX

binding
AD monomer

B . ZT insertion

E dimer

Calignment

Fig. 5. Two hydrophobic regions (rectangles) within the single amphipathic region are
shown to bind (A), inert (B) and align (C) themselves starTin on the cis side of the
membrane. The resulting transmembrane topology predicts that both the N- and the C-
termini of the toxin H-chain are located on the cis side. The top view (D) shows how the
hydrophific residues (shaded areas) could be aligned2 E: A dimer forms a membrane-
r•mbedded hydrothobic structure whose core contains hydrophilic residues.
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result which suggests that there must be at least two toxin molecules involved in a
conducting channel. The illustration of a dimeric arrangement in Fig. 5E is based
on the postulated topology of peptides that form voltage-42,43 and agonist-gated
channels44,45 . These segments are depicted to have residues with hydrophilic side
chains that line a core, interleaved between residues with hydrophobic side chains
that face toward the lipid environment46 .

Toxin insertion was viewed in our study as a spontaneous, thermodynamically
favorable reaction, an approach that was prompted by the signal peptide hypothe-
sis47. We have intentionally focused only on the toxin H-chains and have not
incorporated other data that are available on the translocation process. For
example, both chains of DiTX have been demonstrated to interact with lipids
or undergo structural alterations that occur with changes in pH 48,49. Further,
hydrophobic and other noncovalent interactions between the chains may also play a
vital role. Misler 12 has suggested that the DiTX B-chain envelopes the A-chain
either during synthesis or membrane insertion. Once this complex is inserted, the
A-chain migrates to the trans side, leaving the B-chain within the membrane to
serve as a residual structure that has properties of an ionic channel.

The main goal of this study was to localize regions involved in the ionic
channels formed by the H-chains of BoTX and TeTX. Because the amino acid
sequences in the H-chains of these toxins are more than 50% similar (Table 1) and
that all are predicted to have hydrophobic and amphipathic TM segments in the
same region (Fig. 2), it is possible that the ionic channels formed will be structurally
and functionally similar. Further, we hypothesize that the toxin-induced ionic chan-
nels represent targets common to all of the diverse serotypes and that these
structures serve as focal points for the development of therapeutic drugs. Rather
than develop drugs that are unique for each serotype (because of their different
antigenic, binding and toxic properties) it is proposed that a single drug could be
developed that would be an effective countermeasure against all of the serotypes
that form ionic channels.

ACKNOWLEDGEMENTS

Staff support and allocation of computer time was generously provided by the
National Cancer Institute's Advanced Scientific Computing Laboratory of the
Frederick Cancer Research Facility.

248



LEBEDA

REFERENCES

1. Simpson, L.L. PharmacoL Rev. 33:155-188 (1981).
2. Habermann, E. & Dreyer, F. Curr. Topics Micro. Immunol. 29:93-179 (1986).
3. Middlebrook, J.L. in Botulinum neurotoxin and tetanus toxin, Academic Press,

New York, 1989), pp. 95-119.
4. Niemann, H. in Sourcebook of bacterial protein toxins, J.E. Alouf & J.H. Freer,

Eds., (Academic Press, London, 1991), pp. 303-348.
5. Binz, T., Kurazono, H., Wille, M., Frevert, J., Wernars, K. & Niemann, H. J BioL

Chem. 265:9153-9158 (1990).
6. Aktories, K. & Hall, A. Trends Pharmacol. ScL. 10:415-418 (1989).
7. Dickson, E.C. & Shevky, E. J. Exp. Med. 38:327-346 (1923).
8. Guyton, A.C. & MacDonald, M.A. Arch. Neurol. Psychiat. 57:578-592 (1947).
9. Collier, R.J. (1982) in ADP-ribosylaIion reactions, D. Hayaishi, D. & K. Ueda, K.,

Eds. (Academic Press, New York, 1982), pp. 575-592.
10. Donovan, J.J., Simon, M.I., Draper, R.K. & Montai, M. Proc. Natl. Acad. Sc.

USA 78:172-176 (1981).
11. Kagen, B.L. Finkelstein, A. & Colombini, M. Proc. Natl. Acad. Sci. USA 78:4950-

4954 (1981).
12. Misler, S. Biophys. J. 45:107-109 (1984).
13. Hoch, D.H., Romero-Mira, M., Ehrlich, B.E., Finkelstein, A. DasGupta, B.R. &

Simpson, L.L. Proc. Natl. Acad. ScL USA 82:1692-1696 (1985).
14. Donovan, J.J. & Middlebrook, J.L. Biochem. 25:2872-2876 (1986).
15. Blaustein, R.O., Germann, W.J., Finkelstein, A. & DasGupta, B.R. FEBS Let.

226:115-120 (1987).
16. Shone, C.C., Hambleton, P. & Melling, J. Eur. J. Biochem. 167:175-180 (1987).
17. Montecucco, C. Sciavo, G. & Tomasi, M. Biochem. J 231:123-128 (1985).
18. Molgo, J., Comella, J.X., Anggaut-Petit, D., Pecot-Dechavassine, M., Tabti, N.,

Faille, L., Mallart, A. & Thesleff, S. J. Physiol. (Paris) 84:152-166 (1990).
19. Eisenberg, D., Schwarz, E., Komaromy, M. & Wall, R. J. Mol. Biol. 179:125-142

(1984a).
20. Eisenberg, D., Weiss, R. & Terwilliger, T.C. Proc. Natl. Acad. Sci. USA 81:140-

144 (1984b).
21. Finer-Moore, J. & Stroud, R. Proc. Natl Acadt Sci. USA 81:155-159 (1984).
22. Jd.hnig, F. in Prediction of protein structure and the principles of protein conforma-

tion, G.D. Fasman, Ed. (Plenum Press, New York, 1989), pp. 707-717.
23. Lipman, DJ. & Pearson, W.R. Science 227:1435-1441 (1985).

249



LEBEDA

24. Devereux, J., Haeberli, P. & Smithies, 0. NucL Acids Res. 12:387-395 (1984).
25. Kanehisa, M., Fickett, J.W. & Goad, W.B. Nucl Acids Res. 12:149-158 (1984).
26. Schuler, G.D., Altschul, S.F. & Lipman, DJ. Proteins Struct. Funct. Genm 8:180-

190 (1990).
27. Kyte, J. & Doolittle, R.F. J. MoL BioL 157:105-132 (1982).
28. Engleman, D.M., Steitz, T.A. & Goldman, D. Ann. Rev. Biophys. Biophys. Chem.

15:321-353 (1986).
29. Eisenberg, D., Weiss, R. M. Terwilliger, T.C. & Wilcox, W. Faraday Symp Chem.

Soc. 17:109-120 (1982).
30. Eisenberg, D., Wesson, M. & Wilcox, W. in Prediction of protein structure and

the principles of protein conformation, G.D. Fasman, Ed. (Plenum Press, New
York, 1989), pp. 719-759.

31. Michel, H., Weyer, K.A., Gruenberg, H., Dunger, I., Oesterhelt, D. & Lot-
tspeich, F. EMBO J. 5:1149-1158 (1986).

32. Dayhoff, M.O., Schwartz, R.M. & Orcutt, B.C. in Atlas of protein sequence and
structure, M.O. Dayhoff, Ed. (Natl. Biomed. Res. Found., Washington, D.C.,
1978), Vol. 5, Suppl. 3, pp. 345-352.

33. Needleman, S.B. & Wunsch, C.D. J. Molec. Biol. 48:443-453 (1970).
34. Taylor, C.F., Britton, P. & Van Heyningen, S. Biochem. J. 209:897 (1983).
35. Schiffer, M. & Edmundson, A.B. Biophys. J 7:121-135 (1967).
36. Temple, B.L., Papzian, D.M., Schwarz, T.L., Jan, Y.N. & Jan, L.Y. Science

237:770-775 (1987).
37. Imoto, K., Busch, C., Sakmann, B., Mishina, M., Konno, T., Nakai, J., Bujo, H.,

Mori, Y., Fukuda, K. & Numa, S. Nature 335:645-648 (1988).
38. Rao, J.K. & Boquet, P. J. BioL Chem. 260:6827-35 (1965).
39. Guy, H.R. & Conti, F. Trends NeuroscL 13:201-206 1990).
40. Eisenman, G., Oberhauser, A. & Bezanilla, F. in 21- Jerusalem symposium on

quantum chemistry, A. Pullman, J. Jortner & B. Pullman, Eds. (Kluwer Aca-
demic, Dordrecht, Netherlands, 1989) pp. 27-50.

41. Doolittle, R.F. in Prediction of protein structure and the principles of protein
conformation, G.D. Fasman, Ed. (Plenum Press, New York, 1989), pp. 193-
301.

42. Oiki, S., Danho, W. & Montal, M. Proc. NatL Acad. ScL USA 85:2393-2397
(1988).

43. Hartmann, H.A., Kirsch, G.E., Drewe, J.A., Taglialatela, M., Joho, R.H. &
Brown, A.M. Science 251:942-944 (1991).

44. Montal, M., Montal, M.S. & Tomich, J.M. Proc. Natl. Acad. Sci. USA 87:6929-

250



LEBEDA

6933 (1990).
45. Galzi, J.-C., Revah, F., Bessis, A. & Changeux, J.P. Annu. Rev. PharrnacoL

31:37-72 (1991).
46. Sansom, M.S.P. Prog. Biophys. Molec. BioL 55:139-235 (1991).
47. Von Heijne, G. Curr. Top. Mer. Transp. 24:151-179 (1985).
48. Jiang, J.X., Abrams, F.S. & London, E. Biochem. 30:3857-3864 (1991).
49. Cabiaux, V., Brasseur, R., Wattiez, R., Falmagne, P., Ruysschaert, J.-M. &

Goormaghtigh, E. J. BioL Chem. 264:4928-4938 (1989).

251



LEE, COLE, LAREAU, CASAS, THOMPSON, DeANNI, JONES, HAN, LU, and
YANG

Ohmic Contacts to Heavily Carbon-Doped p+-GaAs Using Ti/Si/Pd

*H.S. LeeDr., M.W. ColeMs., R.T. Lareau,Dr., L. Casas, Mr. R.J. Thompson,Mr.,

A. DeAnni,Mr., and K.A. Jones,Dr.
U.S. Army Electronics Technology and Devices Laboratory, Fort Monmouth, NJ

07703-5601
W.Y. Han,Mr., Y. Lu,Dr.

Dept. of Electrical and Computer Engineering, Rutgers University, New
Brunswick, N.J. 08855

L.W. YangDr.
Ford Microelctronics, Colorado Springs, CO 80921; Current Address: General

Electric Co., Electronics Laboratory, Syracuse, N.Y. 13221-4840.

INTRODUCTION:

The fabrication of high speed heterojunction bipolar transistors (HBT)
requires a heavily doped p-type base region. 1,2 The use of carbon as an acceptor
dopant is of interest in HBTs due to the ability to incorporate high dopant levels
(> 10 19 an-3 ) and the low diffusion coefficient ( - 6 x 10 -15 cm 2 /sec at 900 C) 3

of carbon as compared to the more commonly used Zn and Be dopants. This
low diffusion coefficient for carbon allows implant activation to be done at high
temperatures that would otherwise lead to device degradation via Zn or Be

diffusion. Accordingly, stable ohmic contacts to the p+-GaAs are desirable.

Silicides have been shown to be stable to Si 4 as well as GaAs and offer low
resistivity contacts and Schottky contacts 5 that are stable at temperatures above
400 C. 6-8 Alternative contact metallizations to the Au-based alloyed systems for
p-GaAs have included Pt/Ti 9,10, Pd/Sb1 1 and WSix.8 In this study ohmic

contacts were formed to p+ GaAs using the Pd/Si/Ti/GaAs system. The use of
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.Pd allows for the formation of PdSi or Pd 2 Si at low temperatures and produces a

low resistance silicide that is highly resistant to oxidation. The usefulness of a

silicide based ohmic contact system to p+ carbon-doped GaAs will be explored.

EXPERIMENTAL:

Epitaxial layers of GaAs were grown on (100) semi-insulating (SI) GaAs
substrates by low pressure organometallic vapor phase epitaxy (LPOMVPE).
Trimethylgallium and arsine are the group III and V sources respectively, with

CC14 as a carbon doping source. A 3500 A undoped buffer layer was grown first

followed by the growth of a 0.8 gtm thick carbon-doped ( 5 xl0 19 cm-3 ) GaAs
layer. The samples were then degreased, etched in NH4 OH:H 2 0 (1:10), rinsed in

de-ionized water, blown dry and loaded into an electron-beam evaporator. The
sample structure evaporated was Pd(450 A)/Si (1250 Av Ti (250 A) GaAs
substrate. The thicknesses were chosen to insure that a sufficient supply of Si

was available for the formation of both PdSi or Pd2 Si and TiSi2 layers. The

samples were heated using rapid thermal annealing (RTA) in forming gas (12%
H 2 : 88% N 2 in the temperature range 400-700 C for 10 sec. The Transmission

Line Model (TLM)12 was used to measure contact resistance parameters.

Interfacial reactions, microstructure, and elemental diffusion in the contact were
studied using transmission electron microscopy (TEM) and Auger electron
spectrometry with depth profiling.

RESULTS AND DISCUSSION:

Figures 1(a), (b), and (c) summarize the electrical measurements made using
the TLM method. The contacts exhibited ohmic behavior in the as-deposited
state. Fig. 1(a) shows the variation in sheet resistance with RTA temperature.
The sheet resistance decreases from 24.9 U/square to 11.7 Q/square after a 700 C
anneal. The contact resistivity shows a decrease in Fig. 1(b) from 0.45 Q-mm for

the as-deposited contact to 0.061 i2-mm after the 700 C anneal. Similarly, the

specific contact resistivity shown in Fig. 1(c) also exhibits a decreasing
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dependence on RTA temperature. The specific contact resistance falls from the
as-deposited value of 8.7 x 10-5 jQ-cm 2 to a value of 3.2 x 10 -6 jQcm 2 . These

contact results compare very favorably with previous work on Pt/Ti on p+ GaAs
(25 Q/square, 0.08 (i-mm, 4 x 10-6 Q-cm 2 ) 9 and are only slightly higher than

typical Au-based p-type contacts ( - lx1O -6 •2_cm 2 ).13
Auger depth profiles of the Pd/Si/Ti/GaAs contact structure are shown in

Figures 2 through 6. The as-deposited sample is shown in Fig. 2 and is composed
of distinct Pd/Si/Ti layers on GaAs. The Auger depth profile for the contact after
annealing at 400 C for 10 sec is shown in Figure 3. The Pd peak height near 2
mins has decreased in relation to the Si signal height near 7 mins. In
combination with the formation of a plateau in the Si signal near 2 mins the
Auger results show the formation of Pd silicide, most likely Pd2 Si. The Si in

contact with the Ti layer is unreacted and the GaAs shows no reaction withi the
Ti.

As-Deposited
"" 10

: 8 Pd

cc 6 Ga
Ssi TI

6As

2 2

--
a. 0

0 5 9 14 18
Sputter Time (mins)

Fig. 2. Auger depth profiles of as-deposited Pd/Si/Ti contact.
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0. 2
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CD
0 3 7 10 13

Sputter Time (mins)

Fig. 3. Auger depth profiles of contacts annealed at 400 C.

Fig. 4 shows the depth profile of the sample after a 500 C RTA heat treatment.
The reaction between Pd and Si near the surface is apparent and results in the
continued formation of Pd2 Si. The second Pd peak near 10 min suggests the

development of a thin Pd silicide layer below the Si layer. Based on the relative
heights of the Pd and Si signals in the region near 10 mins this is probably a thin
PdSi layer. The Ti signal has broadened slightly in the same region as a Ga peak
near 12.5 mins. This is likely due to Ti-Ga interaction across the interface. In
addition the rise of the As signal near 14 mins also suggests As out-diffusion at
the Ti/GaAs interface.
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500 C, 10 sec
'~10

C Pd
SGa Ga

.S0 S Ga
CD 61

:\ ~ I As
0814ILI

2t Ti

IL 0
0 4 8 12 16 20

Sputter Time (mins)

Fig.4. Auger depth profiles of contacts annealed at 500 C.

Fig. 5 shows the Auger depth profile of the sample after a 600 C anneal. The
Pd 2 Si layer appears stable while the Ga and As peaks near 3.5 mins and 4.0 mins

respectively are still indicative of Ti-Ga-As reactions at the Ti/GaAs interface.
Finally, Fig. 6 shows the Auger depth profile after a 700 C anneal where the Pd2 Si

remains stable at the surface with increased Si-Pd interdiffusion below the Si
layer near 3 mins. We attribute this increased interdiffusion to PdSi layer
growth. Increased Ti-Ga-As interdiffusion can also be seen at the Ti/GaAs
interface near 4 mins, indicative of increased Ga and As outdiffusion and
subsequent reaction with Ti.
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600C, lOsec
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Pd
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Fig. 5. Auger depth profiles of contacts annealed at 600 C.

700 C, 10 sec
"" Pd

S 8 ,
cc Pd
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•.0
Cu P

2 3 TI Ga
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Fig. 6. Auger depth profiles of contacts annealed at 700 C.
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A JEOL 2010 operating at 200 eV was used for TEM analysis. Figure 7 shows
a TEM cross-section of the contact after a 500 C RTA heat treatment. Pd can be
seen as reacting non-uniformly with Si layer as evidenced by the protrusions
from the surface down to the the underlying Si. The Si layer appears to have
recrystallized as a result of the annealing. The Ti layer above the GaAs substrate
appears uniform and there is no evidence of spiking at the the Ti/GaAs
interface. Energy dispersive analysis by x-ray (EDAX) analysis of the sample for
qualitative determination of composition was made at selected areas denoted by

the numbers 1-4. Area 1 was predominately Pd 2 Si which was also suggested by

the Auger analysis. Area 2 was determined to be predominately Si as expected.
Primarily unreacted Ti on GaAs was detected in area 3 and area 4 analysis
revealed GaAs only, with no evidence of Ti or Si diffusion into the substrate.
Determination of PdSi and Ti-Ga-As reactions were difficult to resolve with EDS
due to beam spreading of the probe. Scanning electron microscopy of the contact
revealed no surface degradation after the 700 C anneal.

Fig. 7. TEM cross section of contact sample annealed at 500 C for 10 sec.
EDAX analysis areas are denoted by numbers 1 through 4.
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The Pd/Si/Ti contacts to p+ GaAs exhibited ohmic behavior in the as-

deposited state and showed a general decrease in specific contact resisitivity with
RTA temperature. At this doping level we attribute the ohmic behavior of the

as-deposited contact to both field emission and thermionic field emission.14 The
exact mechanism for ohmic contact behavior cannot be accurately determined
from the results of this study but an estimate of the dominant effects can be made
by evaluating the parameter E0 0 which describes quantum mechanical tunneling

or field emission through the Schottky barrier 14:

E00 = 18.5 x 10-15 (N/mrer)1 /2,

where N is the carrier concentration, mr is the effective mass ratio, and er is the

permittivity ratio. Taking mr = 0.082 and er - 13.115 we obtain E0 0 - 0.126 eV

which is larger than the thermal voltage kT/q - 0.026 eV by a factor of about 5.
At this doping level we find that tunneling and thermionic emission may
contribute to the transport mechanism. In addition, it was found that the specific

contact resistivities of WSix/p+GaAs could be modeled by tunneling transport of

light holes.8 Increasing the doping level will result in lower contact resistivities
but performance degradation may not be as severe as in Zn-doped GaAs contacts
16 due to the much lower carbon diffusion coefficient in GaAs.

The interfacial reactions that occurred over the temperature range 500-700 C

included Pd-Si and Ti-GaAs reactions. Pd2 Si and PdSi formation was observed

in the Auger depth profiles after 500 C RTA treatments. Pd2 Si formed near the

contact surface while a thin PdSi layer below the Si layer. Pd reactions with Si are
known to occur at temperatures < 400 C which are lower than the temperatures

required for TiSi2 formation.4 Consequently, Pd-Si reactions are

thermodynamically favored. The decrease in contact resistivities with RTA
coincide with the Pd silicide formation which suggests the importance of this

silicide formation for lower contact resistivities. Microanalysis revealed that the
Pd-Si reactions were non-uniform in nature but that this silicide spiking was
limited to the Si layer exclusively. This is important since silicide formation can
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occur resulting in lower contact resistivities and no spiking into the GaAs

substrate.
Ti reactions with GaAs can occur at 350 C with the reaction products TiAs

and TixGalx.17 Examination of the Auger depth profiles in Fig. 4 reveal the

outdiffusion of Ga after the 500 C anneal resulting in a thin TixGal-x phase. The

stability of such a Ti-TiAs-TixGal-x system is also supported by the Ti-Ga-As

ternary phase diagram.18 The presence of the Ga within the Ti region in Figs. 4-6
indicates the Ti-Ga reactions as was documented by others in the Pt/Ti/GaAs

system.10 However, in contrast to that system, heating the Pd/Si/Ti contacts at

temperatures above 500 C did not induce further Ga out-diffusion through the
TiAs layer. Further reductions in the contact resistivities may be due in part to

the increased Ti-As and Ti-Ga interaction. The interface between the Ti-based

layer and the GaAs remained smooth during the RTA treatments.
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CONCLUSION AND SUMMARY:

Low specific resistance ohmic contacts using Pd/Si/Ti to heavily carbon-

doped p+ GaAs were studied. Contact resistivities as low as 0.061 a-mm and

specific contact resistances as low as 3.2 x 10 -6 0-cm 2 were achieved. Pd2 Si and

PdSi formation was observed and may be important in achieving low contact
resistivities. Non-uniform Pd-Si reactions occur but no spiking into the GaAs
substrate was observed. Increased Ti-Ga and Ti-As reactions may also play a role
in contact resistance reduction. The usefulness of the Pd-based silicide contact to
p+ GaAs is manifested in lower contact resistances and lower temperature of

formation. However, this lower temperature characteristic also implies potential
thermal stability problems if the contact is subjected to temperatures above 700 C
for extended periods of time.
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1. INTRODUCTION

Pressure generation within guns is known to depend on the amount of surface area of the
propelling charge. Generation of fracture surface area can occur when mechanical loads are
applied to the propellant grains during ignition and combustion. Many studies'. 3-4 5-6 have been
undertaken to establish the link between the mechanical response to deformation and the surface
area generation that results from mechanical damage. Results of these studies have lead to
improvements in performance and propellant vulnerability responses, but have not revealed the
nature of fracture onset and growth within the propellant.

The measurement of surface area created by mechanical damage has been performed in
various ways. Picnometery and the closed bomb burning of damaged specimens have been used
and they offer insight into the extent of fracture damage of propellant specimens. However, in
order for the results to be optimally used, the experimental results must be related to the influence
that the damage has on propellant combustion. Problems occur when the results are interpreted.
For example, the surface area measured by the picnometer may not be accessible to the flame,
or, conversely, the flame may avail itself to much more area than the picnometer can measure.
Closed bomb analysis seems to provide the most direct measurement, but, even there, dynamic
effects, such as the ease of the ignitibiliy of freshly fractured surfaces or the nature of the
generation of fracture surface area under the influence of the dynamic environment, raise
questions about applicability of the experimental results to the operational environment situation.
It is imperative, therefore, that as much as possible be known about the fracture process,
including its onset and early development so that the applicability of test methods and results can
be properly made. One method that can be used to investigate the boundary surfaces of a system
is by measuring the effects of the scattering of radiation by that system.
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Neutron and x-ray scattering by a specimen is dependent on the scattering cross-section
of the materials in the specimen and on the contrast between materials at boundaries. In a homo-
geneous material, fracture will increase the scattering cross section by the introduction of the
fracture surface. In a composite composed of materials of different contrast, scattering will occur
at interface boundaries. This scattering will be increased by fracture occurring either by delami-
nation of the component materials or by bulk fracture.

These scattering features offer a method by which the onset and nature of the fracture
process can be investigated. Since the greatest change in scattering due to fracture would be
expected to occur in composite materials, composite propellants, M30 and M43, were selected
for this investigation. Specimens were prepared and uniaxially compressed at a high rate of
deformation to various strain levels that ranged from 0 to 20 percent. The changes in the structure
of these materials caused by this treatment were investigated by small angle scattering of both
neutrons and x-rays. These measurements revealed the onset and nature of growth of the damage.
This information will offer significant insight into the fracture process and will help direct future
research efforts aimed at uncovering important processes that occur during propellant combus-
tion.

2. NEUTRON AND X-RAY SMALL ANGLE SCATTERING

The theory and practice of scattering of neutrons and x-rays is well established7 . Improve-
ments in the instrumentation and adaptations of the theory tounderstand the physics in new
materials continues. Here, we will focus on those aspects which address the present work.

Both types of radiation are able to scatter coherently from centers of which the material
is composed. For neutrons these scattering centers are the nuclei and for x-rays they are the
electrons of the atoms in the material. Since the scattering is coherent, it carries information
about the geometric properties of the conglomerate of scattering centers. An essential quan-
tity which describes the radiation is the wave vector Q whose magnitude is given by

47L
Q=-4sin 0, (1)

where X is the wavelength of the radiation and 20 is the scattering angle. The scale, r., of the
geometry to which the radiation is sensitive is of order

rS Q (2)

Typical values of the radiation wavelength range from 0.1 to I nm (I to 10 A) so that the study
of structures with geometric scales of 100 nm requires scattering angles of about 1P or less (thus
small angle scattering). The structures of this scale size will reveal themselves if they exist in
a matrix which scatters the radiation, i.e. has contrast. This matrix may consist of different ma-
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terials or a material and voids. The only requirement is that the contrast, Apij, between the two
materials i and j be non-zero. The contrast p, for material i can be calculated from measured
properties of the scattering centers of which it is composed, and is given by

NADi inkbk
Pi - k (3)

k

where N A is the Avogadro constant, Di is the density of material i, the sums are over the k atom
types in material i, nk is the number of atoms of type k, Wk is the atomic weight of atom type

k and bk is the scattering length of atom type k for the radiation of wavelength X. Note that the
dimension of p is L2. For neutrons, the values of bk for the various materials are available as
measured quantities, whereas for x-rays bk = Zkb,, where Z7 is the atomic number of atom k and
b. is the scattering length of a single electron for x-rays, viz. the classical electron radius. These
quantities are usually available for the material of interest so that the contrast is calculable. Note
that the contrast of material i is different for neutrons and x-rays, but of more importance is that
the relative contrast Ap.. of materials i andj will be different (unless one is singularly unfortunate)
for neutrons and x-rays. This last observation is particularly useful when the system under study
consists of three components (as is the case here).

The dependence of the scattering intensity I(Q) on Q is different for different magnitudes
of Q even for the same material. This can be understood from Equation 2. The region of interest
in the present work is known as Porod scattering and is valid for the range of Q sensitive to the
surface area of the geometric structure. In this region the intensity is given as

~Ap2. S..
iI 2 J 

(4)

Q

where the sum is over pairs of materials ij between which there exists a boundary of specific
surface S,, (i.e. surface area per unit volume of sample). In the present work the propellants
consist of three materials, the filler, F, the binder, B, and voids, V. There are therefore three
specific surface areas to be determined S , S I and SBV. There are only two measurements which
are available, viz. I. and I, the neutron and x-ray intensities. As indicated above, voids can exist
in the binder, filler, or between binder and filler. If these voids had been accessible to the outside,
they could have been filled with a contrasting liquid making available independent data. This
was tried without success. A simple model, in which each void presents an equal surface to each
of the filler and binder materials, is used here. During manufacture the filler is wet by the binder
and extruded. Voids within the binder or filler alone comprise a very small amount of the interface
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surface. It is thought that any new fracture surface would occur berv.een the binder and filler, as
is usually seen in these fractured materials. These observations help justify considering this
model, in which SFV = S BV S1. Now, the two measurements of the neutron and x-ray intensities
yield the equation

(P2 +P2 p)S 2 S
[(P, + PB. I + (PF. - PB 3

1 2ir 4

where m represents either neutrons or x-ray radiation. Inversion of these equations yields a
direct measure of the two specific surfaces.

3. EXPERIMENTAL PROCEDURE

A. Preparation of Propellant Specimens

The specimens were prepared by cutting extruded solid sticks of propellant into right
circular cylinders (diameter = 12.7 mm) with a length of 10.0 mm using a diamond saw. Two
sets of five specimens were prepared for each propellant and each set was uniaxially strained to
0 (undamaged), 2, 5, 10 and 20 percent. The compression was conducted in a servohydraulic test
fixture, illustrated in Figure 1. The unique feature about this machine is that compression can be
arrested at a selected strain by adjusting the height of the anvil. As the actuator moves down the
force gage comes into contact with the specimen and compression begins. It is halted when the
inside surface of the impact bell contacts the mated surface of the impact cone. The nitrogen
cylinder then absorbs the residual system energy by moving the piston. Therefore, the level of
strain can be selected by adjusting the anvil height. The compressive strain rate was 100 s-1.

The nominal formulation for each propellant is given in Table 1. The filler in M30 is
nitroguanidine (NQ), which is in the form of long needle-like crystals of diameter from 5 to 10
p.m. The nitrocellulose (NC) and nitroglycerin (NG) form an intimate mixture and act as a binder
for the system. The filler in M43 is RDX and is of significantly different form than the filler in
the M30 system. The RDX is ground into small (1-20 gm) ellipsoidal crystals which are held
together by the intimately mixed CAB/NC/plasticizer binder. The adhesive binding strength in
this system is much weaker than that of the M30 system. Figure 2 shows scanning electron micro-
graphs of split propellant specimens which reveal the undamaged, intrinsic, propellant morphol-
ogy.

After compression, the propellant cylinders were cut into 1-mm thick scattering speci-
mens, as illustrated in Figure 3. Two types of specimens were made. Type A was cut
perpendicular to the cylinder axis and Type B was cut parallel to the axis and through the center
of the cylinder. The two types were needed to detect in greater detail the way in which damage

270



LIEB, TREVINO

Table 1. Nominal Percent
Composition of Propellants

aImpact BDM30 M43

SNitrocellulose (NQ) 28 4

NC Nitration Level 12.6 12.6
Specimen
A. Nitroglycerin (NG) 22

Nitroguanidine (NQ) 48
.Impact Cone Ethyl Centralite (EC) 2
Nitrogen Spring RDX (Ground) 76

Cellulose Acetate Butyrate 12....... r Plasticizer 8
Figure 1. Servohydraulic Tester

occurs. Note that the alignment of the NQ, which occurs during the extrusion process, is along
the axis of the grain. This orientation is presented differently to the beams in the Type A and Type
B specimens (hereafter referred to as simply A or B), as shown in Figure 4.

B. Scattering Measurements

Both the neutron and x-ray spectrometers are located at NIST. Figure 4 is a schematic
appropriate for both instruments. The method of obtaining the monochromatic beam of radiation
differs for each technique but the subsequent characteristics are essentially the same. The
neutron beam wavelength was 8 A and the x-ray 1.5 A. The direction of the neutron beam is
defined by a series of circular slits separated by distances of the order of 1 m. The distance
between the sample and detector is about 8 m. These two geometries determine the angular
resolution of the instrument. The detector is a 2-dimensional, position sensitive device which
collects data simultaneously in a plane perpendicular to the incident beam. The data is stored in
digital form for subsequent analysis. This includes the ability to obtain averages for constant
scattering angle as functions of the azimuthal angle. If there exists asymmetry in the scattering
pattern, sector averages for azimuthal angles are readily performed. The data collection time for
the present set of measurements totalled approximately six hours for each scattering run.

4. RESULTS

Both the neutron and x-ray scattering patterns were qualitatively similar. Different
amounts of spherical asymmetry were obtained for the different degrees of strain. The B
specimen of unstrained M30 produced the greatest degree of asymmetry. A plot of the raw 2-
dimensional data is presented in Figure 5. The asymmetry is due to the orientation of
nitroguanidine needle-like crystal along the specimen axis. For all the B specimen data, sector
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Figure 2. SEM Micrographs of the Propellant Specimens

averages, over 300 centered at •, with * equal
B to 0, 30, 60, and 900 were obtained. The data

was corrected for detector efficiency, for back-
ground and was normalized to standard samples
from which absolute cross-sections are deter-
mined. Sector averages were not performed for

the A specimens because they showed sym-
metric scattering. The coefficient of Q", which

........ .is associated with the contrast and specific sur-
face factor in Equation 5, is obtained by plot-

Axial NQ Orientation ting IQ4 vs Q4, fitting a straight line, and deter-
for M30 mining the intercept. This was done for both

Figure 3. Illustration of Type A neutron and x-ray data. Equation 5 was in-
and B Specimens verted to obtain S, and SBF* Figures 6 and 7

present the values of these specific surface
areas for both propellants as functions of strain for the A and B specimens, and for sector averages
for B specimens. For the B specimens, 0 equal to 0' corresponds to the specimen axial direction.

5. ANALYSIS

A. M30

Figure 6 shows the specific area S, and S. plotted against strain and axial orientation.
The specific area is the interface area per unit volume of material and is given in units of cm-'.
S, for the A specimen indicates that there were some voids present in the undamaged matenal.
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"A" Specimen Axial & NQ
Orientation for M30 y

Beam B"B" Specimen Axial & NQ
Orientation for M30

Figure 4. Schematic of the Scattering Experiment

Since previous M30 propellant micrographs indicated that there was no voids in the binder,
micrographs of crystalline NQ from another investigation were studied. Figure 8 shows voids
that are present on the surface of the NQ crystals. This micrograph and others from this series
indicate that hollow NQ crystals could result from these elongated voids being internalized. The
mismatch in the S, values for the A specimen and the B specimen at 0 equal to 90 'could be
explained from such internal voids. Now, if spherical voids were present, or if the detector had
infinite resolution, these values would be the same. However, with elongated voids, as indicated
here, larger surfaces are measured when averaging S along the axial instead of the direction
perpendicular to it and the area vector.

900
As strain increased, the A specimen

showed an increase in S1 which levels off and
then increased again at higher strain. This is o'
consistent with delamination of binder and P ,
filler with the internal voids of the NQ staying ,,7 'k
unchanged. For the B specimen at 0 equal to-- .
00, not much change was observed, possibly p ", --v ot o 00
because of the insensitivity to delamination in It
this direction. However, in the other three di- NS
rections for 0 there was a slight decrease in Sl, " . -
with a significant rise then a decrease or level- "N -: .,
ing out, and then a final increase at high strain. -" ..
This can be thought of as an early collapsing of "
voids or a closing of previously delaminated Figure 5. Undamaged B Type Scattering
surfaces, then, after 2-percent strain, a signifi- Results for M30 Showing NQ Alignment
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Figure 6. Specific Surface Area for M30 Propellant
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cant delamination and reorientation of the NQ
crystals occurred within the solid. The most
difficult feature to explain is the rapid drop in
S1 at 4 equal to 90 at 5-percent strain. There is
no apparent reason as to why the value is
reduced so much.

In Figure 6b the S1 values for the B
specimen are plotted against axial orientation
with strain level of each curve being held
constant. The general trend indicated that
initially there was a slight reduction in the S,
due to void collapse or recombination of sur- Figure 8. Micrograph of NQ Crystals
faces. At 5-percent strain significant delami- Showing Surface Voids
nation occurred which recombined as strain
was increased. At 20 percent, S, increased again and possible reorientation of the NQ had begun.

In Figure 6c, the SF values at zero strain show a good match between the A specimen and
B specimen at 4 equal to 900. Also the values were very low along 00 and 300, as they should
be with little surface between binder and filler in this direction. The rise in values with increasing
strain may be attributed to the reorientation of NQ crystals. The perplexing feature of this plot
is the enormous increase in SF at 60' and 900 at 5-percent strain. A mechanism accounting for
this increase could be the precipitation of NG, which is a liquid, from the binder mixture. This
would create new binder-filler surface and still allow delamination surfaces to be created. The
decrease of S B at higher strains is in line with continued delamination, and the magnitudes need
not be reflected in corresponding increases of SV.

The change in values of S F with axial orientation follow what was expected at each strain
level. All values were low in the 4) equals 0' direction (axial direction) and increase as 4 increases.
This was expected and reflected the alignment of the NQ crystals. However, the unexpected
increase in S with strain is again clearly displayed.

B. M43

The specific area values for M43 are displayed in Figure 7. This propellant showed no
voids in the undamaged specimens. In the B specimen, S, showed increasing values at increasing
strains, and generally higher values in damaged specimens at increasing 4) values. This indicated
delamination of the binder-filler interface, since the binder deforms plasticly at 20'C and no
fractured RDX has been observed under these conditions in micrographs of damaged grains.
Two fea::.us in the S, curves need to be commented upon. The first concerns the divergence of
the S, values for the A specimen and the B specimen for 4 equals 900 at increasing strain. These
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values should track with each other because the surface area created here is due to binder-filler
delamination and axial alignment is much reduced from that found in the M30 propellant. These
data suggested a significant difference in the degree of damage in the two scattering specimens,
which was subsequently shown to be the case. The mechanism of failure is by shear failure along
450 cones, as illustrated in Figure 9. Since the A specimen was taken from the end of the
compression specimen, the center region of A had few areas of failure. The B specimen, on the
other hand, contains the central portion of the compression specimen, at which the 450 failure
cone is directed. So the B specimens would be expected to contain greater amounts of damaged
material. The second feature concerns the decreasing S, value with axial orientation at 20-percent
strain (see Figure 7b). It is thought here that RDX crystals were becoming so loose that they were
able to rotate. This would cause what was observed, a more rapid increase in S, at lower 0) values
and reduction in S1 at higher 0) values, due to the ellipsoidal shape of the RDX.

TheS curves plotted against strain show similar changes at increasing strain levels, and
generally show higher values as 4) increases. Note that in this case the A specimen and the B
specimen at 0 equal to 900 matched well, as expected. The curves show an initial decrease,
indicating delamination, as did S1. However, at 5-percent strain a dramatic increase in SF, was
found which was followed by a decrease and then leveling. A possible mechanism for this ob-
servation is illustrated in Figure 10. From SEM micrographs it is known that many small RDX
crystals are present in the matrix. If tightly packed agglomerations of small particles lodge
between larger crystals, they could burst during the plastic shear failure and create new SFB
surface, as shown in Figure 10. The delamination process continues, as indicated in the S1 values,
but this process is in competition with the shear process. The changes in SF with axial orienta-
tion showed these same features and made another observation clear, as well. The ellipsoidal
shapes of the RDX crystals appeared to align
with the axial direction of the specimen. This
was indicated by the increasing values of S• at
increasing 4 for each strain level (see Figure
7d). These observations provided a consistent ..
picture and added significant insight into the
failure process for M43 propellant.

To find what this process requires,
assume that 1 percent of the RDX is agglomer-
ated and the eccentricity of the particles mak- ..
ing up the agglomerate is 0.5. This is reason- . .

able since MicroTrac datas indicates that 3.1
percent of the crystals are smaller than 0.9 g.m
for this type of RDX. This is the lowest size Figure 9. Type B Specimen at 20 % Strain
distribution category reported. Now, the aver- Showing 45' Failure Surfaces
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RDX Aglomerated RDX BinderShear Plane

a. Undamaged M43 b. M43 after Shear Failure

Figure 10. Mechanism that Would Increase S with Increasing Strain

age increase in surface area per cm 3 of propellant from 2 to 5-percent strain is 5.7 x 101 cm-1. A
quick calculation of the particle size in these agglomerations, required to produce the area
increase indicated in these calculations, gives the following. Using the surface area and volume
formulas for the ellipse, the major axis would be need to be about 0.05 gim in order to produce
enough area. This is quite a small size. However, if precipitation of RDX occurred when the
solvent from the extrusion process was evaporated, particles of this size could be deposited.

One additional piece of information that adds credence to the interpretation of these meas-
urements is found in a recent determination of the surface area of the RDX crystals9, which as
made before mixing the crystals and binder. The value of the surface area density, Sd, was found
to be 1.86 x l0* cm 2/g. This can be converted to specific density for M43 by using

S =F Sd 8F v , (6)

where 8 F and vF are the mass density and volume fraction of the filler in the M43, respectively.
The density of RDX is 1.82 g/cm3 and its volume fraction in M43 propellant is 0.675. When these
values are used, the specific surface value received is 2.3 x 104 cmt1. This value is in excellent
agreement with the values measured here for the undamaged specimens (see Figure 7c). The fact
that this value is larger than observed in the scattering experiments lends support for the agglom-
eration model.

6. CONCLUSIONS

A new method has been found for investigating the changes in surface morphology of
filled energetic materials. Neutron and x-ray scattering were used to measure the binder-filler
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and void surfaces in M30 and M43 gun propellant as a function of strain and axial asymmetry
of the specimen.

For M30 propellant, scattering measurements showed many features of the propellant
system, including: previously noted axial alignment of the NQ crystals; the large binder-filler
surface area orthognal to the crystal axis; the strain level at which fracture begins; and the nature
of the failure mechanism, i.e. binder-filler delamination. Also indicated in the data were internal
voids within the NQ crystals, closing of delaminated portions of damaged propellant after a
certain strain level, and the reorientation of NQ crystals at high strain. One result that is not well
understood was the indication of dramatic increases in binder-filler surface area. This was
unexpected and would require an unusual occurrence, such as the precipitation of nitroglycerin
(a liquid) from the binder mixture. Such an occurrence would help resolve the apparent
inconsistencies in the data. Efforts to understand these results are continuing.

It seems that for M30, the collapse of preexisting voids, or the mating of preexisting
binder-filler separations began immediately upon deformation. Between 2 and 5-percent strain
significant delamninati'?n damage began, and at the same time some mechanism (such as the
precipitation of NG) created more binder-filler surface. As strain continued beyond 10 percent,
delamination continued and the trend was for greater void area and decreased binder-filler
surface.

The most significant morphological features observed for M43 propellant were the
following. First, no voids were indicated before compression. Second, axial alignment of the
major axis of the ellipsoidal RDX particles along the specimen axis was indicated. This
alignment was much less than that found for M30, but still observable. Third, damage in the A
and B specimens was markedly different due to the shear failure occurring in the specimen and
the method of specimen preparation.

Results suggested that as deformation occurred in M43, delamination began and
generally continued throughout the deformation. Some new binder filler surface seems to be
generated at about 5-percent strain. This could have arisen from either a recombination of a
separated interface, precipitation of plasticizer on a much smaller scale than for M30, or the
breakup of agglomerated RDX, as discussed above. As compaction continued the delamination
grew, and there was an indication that, somewhere between 10 and 20-percent strain, RDX
crystals became free to rotate in the matrix.

This information was largely unknown before these experiments were performed. These
new insights will help guide the development of propellants and aid in the development of
methods for increased performance and reduced vulnerability response.
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The scattering techniques that were developed will permit more extensive progress in
future scattering efforts. This work should include a study of low temperature deformation to
investigate the agglomerated RDX conjecture. If the suggestion is correct, the increase in binder-
filler surface noted in this study should not appear in the specimens deformed at lower
temperature. The lower temperature should not permit plastic flow of the binder and should
thereby eliminate the creation of new surface. Other experiments on single and double-based
propellants will offer similar insight into the fracture mechanisms of those systems, and provide
methods for improvement.
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Overview
On January 28, 1991 the Strategic Defense Initiative (SDI) non-

nuclear Exoatmospheric Reentry Vehicle Interceptor Subsystem (ERIS),
managed by the U.S. Army Strategic Defense Command (USASDC),
acquired, designated (in the presence of decoys), tracked, and
kinetically destroyed a simulated threat reentry vehicle over the
middle of the Pacific Ocean. This exoatmospheric non-nuclear
intercept proved the feasibility and lethality of a cost effective
exoatmospheric interceptor subsystem operational concept.

Design of the ERIS Functional Technology Validation (FTV) flight
test vehicle was based on functionally emulating an operational
ballistic missile defense system including: targets, early warning,
precommit sensors, booster flyout, inflight updates, acquisition, track,
and RV engagement. This paper will describe how ERIS FTV fits within
the Ground Based Interceptor (GBI) Program and will review in detail
the ERIS mission objectives, the FTV flight test sequence, and the
major accomplishments and significant results that were achieved
from this flight test.

The GBI ProQram
The Ground Based Interceptor (Figure 1) is a low cost, non-

nuclear, hit to kill interceptor under development by the USASDC for
the Strategic Defense Initiative Organization (SDIO). The GBI's
battlespace is in the region above the Earth's atmosphere. The GBI is
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Figure 1. Ground Based Interceptor

designed to be compatible with a variety of target handover sensors
whose function is to acquire, discriminate, and handover targets or
target complexes to the GBI. The GBI Program is presently comprised
of the Functional Technology Validation (FTV) flight tests and a series
of GBI Demonstration/Validation (Dem/Val) flight tests. Together,
these programs could form the foundation for the development of
interceptors for the National Missile Defense Initial Deployment
scheduled for the late 1990's. The purpose of the FTV flight tests is to
validate low cost interceptor technologies and pursue the resolution of
GBI critical issues. While minimizing weight and size, the follow-on
GBI experiments develop and infuse advanced technologies with onboard
endgame discrimination capability to enable transition into the
Engineering and Manufacturing Development Phase (EMD) of the Defense
Acquisition Process. GBI could be the foundation of the initial
deployment architecture, thereby dictating that GBI use the best
technologies available that have been demonstrated to ensure a low
risk, robust National Missile Defense.
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GBI Operational Overview
The Ground Based Interceptor (GBI) is one of the elements of the

strategic defense system and consists of an interceptor, launch site,
ground support equipment, associated personnel, and support services.
The elements of the strategic defense system are linked through the
Command and Control Element (CCE) during the defensive battle.

The GBI engagement scenario is based on sensor subsystems
detecting, identifying, and designating hostile RVs (to the extent
possible) and transmitting the tracking data to the CCE. The CCE
determines the path of the target based on this data from the
surveillance and tracking systems and plans a GBI engagement. Launch
commit parameters are sent from the CCE to the GBI base, where
trajectory parameters are calculated and downloaded to a specific
interceptor. At the required time, the interceptor is launched using a
two stage booster to propel the kill vehicle toward the on-coming
threat. As the second stage burns out, the kill vehicle (KV) separates
from the booster and repositions itself pointing the seeker field of
view (FOV) to the predicted target position. Divert maneuvers are
performed to correct the kill vehicle's trajectory for boost errors and
to make any adjustments based on inflight updates of the target's
trajectory. As the seeker is activated, the target and any associated
objects will be acquired. The target is designated using pattern
matching algorithms or onboard discrimination capability. Once the
target has been designated, the KV transitions to track mode and
performs its final trajectory adjustments. In the terminal homing
mode, the KV selects an aimpoint on the target body in order to
maximize its probability of kill. Just before impact a kill enhancement
device (KED) may be deployed for added insurance of collision and
lethality. Destruction of the target is accomplished by physical impact
with the KV or associated KED. The intercept event can be monitored by
radars and tracking systems for final kill assessment and relayed to
the CCE for further battle management action if required. This
operational overview is the basis of the FTV flight test program.

FTV Program Overview
The F " interceptor subsystem is comprised of a missile and

launch control system which functionally emulates a tactical
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interceptor as an element in the Strategic Defense System (SDS). An
operational ERIS interceptor concept was developed and optimized
through extensive system engineering trades and analyses to provide an
interceptor which achieved its required performance with a minimum
life cycle cost. The design, functions, and specifications of the
operational ERIS concept were emulated to the maximum extent
possible in the FTV Kill Vehicle design while utilizing available (1986)
technologies and off the shelf hardware. The FTV flight test phase of
the program was to validate that the operational ERIS concept was
feasible and readily achievable. The major ERIS concept design
characteristics that were emulated in the FTV kill vehicle included:
interceptor dormancy, cool on the rise seeker, in-flight target update
capability, Threat Object Map (TOM) target designation, radiometric
target selection, two color seeker for endgame CSO discrimination,
aimpoint selection algorithms, kill enhancement device for added
lethality, and hit-to-kill guidance capability.

Under GBI Project Office guidance, Lockheed (LMSC) and its
subcontractors designed, built, and tested the FTV kill vehicles and are
conducting the interceptor flight test demonstrations. The target
complex is launched from Vandenberg AFB (VAFB) in California and
consists of a medium RV and decoy balloons. The interceptor is
launched from Meck Island at the U.S. Army Kwajalein Atoll (USAKA).
The USAKA range instrumentation consists of tracking radars,
telemetry receiving and recording systems, optical tracking
instruments, Global Positioning System (GPS) ground stations, flight
safety, and timing and communications equipment. Meck Island
facilities (Figure 2) include the launch control building, missile
assembly building, launch equipment room, access stand, and launch
cell.

The FTV Air Vehicle (Figure 3) is broken down into three main
sections which are the two stage booster, booster adapter (BA), and
kill vehicle (KV). The booster is an Aires II configuration which
consists of refurbished Minuteman I second and third stages with
shortened nozzles and an added custom built aft skirt assembly. The
BA is fabricated to interface between the kill vehicle and booster and
to provide structure for the observer package (OP) and its telemetry
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Figure 2. Meck Island Launch Facilities

and control equipment. The OP is a special collection of scientific
instruments mounted in the booster adaptor designed to collect close
range data on the intercept event. The BA follows a trajectory parallel
to the kill vehicle and points the OP toward the expected intercept
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Figure 3. FTV Air Vehicle
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point. Upon intercept the OP records the resulting phenomenology and
transmits this data to the ground.

The Kill Vehicle (Figure 4) is designed for easy assembly and
access to components which are directly mounted to the primary
structure. A two color, body fixed, long wave infrared (LWIR) seeker is
mounted to the end of the KV which features an in-flight cooled HgCdTe
focal plane and warm optics. The propulsion and reaction control
consists of a bipropellant divert system and a cold gas attitude control
system. The data processor, signal processor, and inertial
measurement unit (IMU) are modified off the shelf hardware. The KED
is an inflatable bag used to negate the effects of target aimpoint
selection countermeasures. This KV design emulates the ERIS concept
and allows the FTV interceptor to remain dormant until the launch
command is given. This ability to remain dormant is a significant
accomplishment over previous interceptor designs and provides a very
significant reduction in life cycle costs due to the decreased
maintenance and supportability requirements.

HELIUM

S~TANKS (2)

SEEKER
COOLING
SYSTEM ACS

SBATTE•RIES 
IPROPELLAINS

NOISE TANKS (2)

DEPLOYED

Figure 4. FTV Kill Vehicle
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FTV Flight Test Description
The FTV flight tests directly emulated an operational missile

defense system (FIgure 5). The FTV mission began with the launch of
an ICBM from Vandenburg Air Force Base in California. This Minuteman
II ICBM carried a simulated threat RV, built by Sandia National Labs,
and deployed the RV on a trajectory with an intended aimpoint in the
mid-Pacific just north of the Kwajalein Atoll, over 5000 miles away.
The target launch was monitored and tracked by radars at Vandenburg
much in the same way as early warning radars and satellites would
provide launch notification and initial track of a real attack. Midcourse
track of the target was provided both by radars at Hawaii and USAKA
and the Global Positioning System (GPS). Special equipment had been
installed on the target vehicle and the interceptor to allow them to be
tracked by the Kwajalein based GPS Translator Processing System
(TPS). This system emulated a midcourse sensor by providing target
position and velocity information to a ground battle manager. The
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Figure 5. FTV Engagement Scenario
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Mission and Launch Control Process (MLCP) software performed the role
of the battle manager by tracking the target and determining the
desired intercept point and the required interceptor launch and flyout
parameters. Following interceptor launch, the MLCP periodically
calculated and transmitted inflight target updates and a Threat Object
Map (TOM) to the interceptor. Interceptor guidance used these inflight
updates to maneuver the kill vehicle to an intercept course and place
the target complex within the seeker's field of view. Shortly before
target acquisition, the target deployed two decoy balloons as a
countermeasure to the interceptor. Once the threat complex was
acquired with the onboard seeker, the target was successfully
designated by the TOM algorithm. During homing, the KV utilized the
seeker data to close loop track the target and perform the final series
of divert maneuvers. These adjustments to the trajectory placed the
KV on a collision course with the target to achieve a body-to-body
intercept. Kill assessment data and intercept phenomenology were
collected by the KREMS radars, the observation aircraft, and the fly
along Observer Package (OP).

All aspects of the FTV mission directly emulated the functions
and operations of an actual defensive missile system. This ERIS FTV
intercept has paved the way for more advanced hardware and software
currently being developed for the GBI program.

FTV-1 Mission Accomplishments
Although success was obvious at the moment of intercept (Figure

6), most of the benefit to the GBI Program has been obtained through
the post- mission analysis of the resulting data. Interceptor
performance and seeker data were telemetered from the kill vehicle
throughout its flight, and the fly along Observer Package provided
detailed data on the intercept. Multiband infrared and visible data was
also collected by the High Altitude Learjet Observatory (HALO) and
Cobra Eye observation aircraft both during and following intercept.
Extensive radar data was collected both pre and post intercept by the
Kiernan Reentry Measurements Site (KREMS) radars located on Roi
Namur. It was through this wealth of broad band multi-spectral data
that the real success of the FTV 1 mission is measured.
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1832:08.2

ERIS-FTV: 1824:24.2 TARGET- 1803:00.3

Figure 6. FTV Intercept

The highlights from the 28 January 1991 FTV-1 mission include
the following:

"* The countdown had no unplanned holds and the target was launched
soon after the opening of the launch window.

"* GPS provided accurate track of the target emulating the data from a
strategic midcourse sensor. The target booster was slower than
expected, but real time replanning of the intercept was performed
automatically and accurately by the FTV ground software.

"* Interceptor boost and flyout was nominal (considering the boosters
were more than 25 years old) although some minor transients
during boost indicated a need for tuning of the dynamic simulation
models and adjusting the control system gains and filters.

"* Inflight updates and diverts were executed properly.
"* The TOM algorithm correctly selected the RV in spite of

unexpectedly high seeker noise.
"* Endgame homing divert maneuvers were performed correctly. A

seeker boresight shift at first homing divert caused a significant
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transient in the guidance filters, but the KV software design was
sufficiently robust to compensate for this problem prior to the
second homing divert.

"* The target was completely destroyed on impact providing excellent
data on impact signatures and debris.

"• The test excellently represented the operation of a realistic
defense system. Real time compensation for the variations from
test planning was successfully accomplished.

FTV-1 provided several key contributions to the development of
the strategic defense system. The important accomplishments and
contributions were:

"* Handover - Successfully demonstrated automated engagement
planning based on real time tracking data and inflight updates of
target and interceptor tracks. Conceptual algorithms for
operational intercept planning and the concept of inflight updates
were validated.

"* Designation - The Threat Object Map (TOM) correctly selected the
RV. The TOM concept and conceptual algorithms for target
designation were validated for operational planning.

"* Endgame Tactics - Demonstrated the effectiveness of aimpoint
selection based on seeker data and the performance of the final
divert maneuver. Conceptual aimpoint selection algorithms and
terminal maneuver capability were validated for operational
purposes.

• Immediate Kill - Body to body hit to kill was demonstrated.
Validation of the lethality of a smaller KV was shown.
Performance of the guidance concept, seeker approach (including
body fixed mounting), P&RC miniaturization, and processing
capability were shown.

Discrimination - The limited (single color) objective was achieved.
Furthermore, additional discrimination data was obtained.
Specifically, the environment of the impact perturbed the
trajectories of the associated objects in discernable ways.

Excellent data was also collected from the various support sensor
systems (Figure 7). This data helps to support resolution of issues
related to radar exo-discrimination, IR exo-atmospheric signature
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Figure 7. FTV Support Sensor Systems

validation, intercept phenomenology, kill assessment, debris avoidance
planning, and reentry effects on lightweight objects. The data
collected by each of the sensors includes:

"* KREMS Radars: balloon ejection velocity; balloon inflation; RV and
balloon radar cross sections; RV and balloon dynamics; intercept
flash; debris sizes and dispersion rates; debris bulk filtering
techniques; and slowdown of lightweight objects during reentry.

"* •obr.aEy: RV and balloon IR signatures; impact flash intensities
and plasma cloud growth rate; debris IR temperatures; and reentry
heating of lightweight objects.
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" HALO: IR and visible data on impact flash including plasma cloud
intensities, growth rates, maximum extents, and durations.

"* Observer Package: IR, visible, and extreme ultraviolet data on
impact flash intensities and durations. The OP also collected data
on plasma electron density, variations in the electric field, and
impact dust sizes, velocities, and distributions.

In addition, there are FTV accomplishments and contributions
which are applicable to: future tests of this and other programs, areas
of technology emphasis, and calibration of system assumptions for
realism. These issues include:

"* Threat realism dictates that empirical data be accommodated in
signature assumptions (e.g., penaids with discernable signatures
caused by imperfections) to avoid excessively conservative
decisions based on superficial assumptions. The decision to
deemphasize GBI should be revisited in the light of more realistic
signature data.

"* Several functional and operational issues were defined (blind
divert, seeker boresight shift, base drag modeling values, and
booster roll oscillations) which require resolution for subsequent
FTV missions.

"• The P&RC functioned well in the flight test environment. However,
the "controlled" leakage problem requires a technology program
with emphasis on modifying the design or developing new methods
for controlling divert valve closure.

The FTV Program is a major step from the previously successful
Homing Overlay Experiment (HOE) in the areas of air vehicle
miniaturization, functional reallocation, and life cycle cost reduction.
The KV propulsion and reaction control system uses a bonded rolling
diaphragm fuel tank design which reduces the weight and improves
expulsion efficiency with precise center of gravity control. The KV
infrared seeker design is the first exoatmospheric demonstration of a
fixed body seeker on a missile. Dormancy, the primary basis of
operational and support cost reduction, is demonstrated through rapid
cryostat operation to achieve inflight seeker cooldown. The KED design
reduces the need for precise lethal aimpoint selection and increases
interceptor kill capability against responsive threat countermeasures.
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The FTV flight software implements velocity feedback for precise
divert control, inflight measurement of thruster performance for
accurate homing, scene matching target designation, closely spaced
object discrimination, and target aimpoint selection in addition to
basic signal processing and tracking functions. Additional advances
resulting from FTV include high power density thermal batteries, and
GPS translator demonstration. The FTV not only resolves functional
issues but validates significant technology advances for GBI design
consideration.

Remaining Issues
FTV flights address many of the issues underlying midcourse

intercept. Navigation and guidance accuracy, threat object map
handover, aimpoint selection, lethality, and hit to kill have been
resolved during the FTV flights. Affordability and producibility have
also been addressed during FTV. The remaining issues which are
critical to robust interceptor capability are onboard discrimination and
hardening for operation in a nuclear environment. An interceptor which
can resolve and discriminate closely spaced objects not resolvable by
precommit sensors will always provide a lower cost per kill.
Furthermore, an interceptor must be hardened to any potential nuclear
environments to ensure survivability and reliability.

Onboard discrimination is the central issue remaining on the
program. How much, and how well the interceptor can do it, are
questions that flight testing and simulations will answer. A very broad
approach to the problem is in order. Discrimination testing will take
place using a wide variety of onboard sensors. Long wave IR sensors
with very long acquisition ranges will permit the time needed for
temperature discrimination. Long range visible sensors, limited only
by the Earth's geometry, will permit imaging and rate measurements.
Ultraviolet wavebands will also be available. Active RF and radar
sensors will measure doppler returns for signature modulations
evidencing rotation rates, rate changes, and vibration. Concurrently,
all forms of discrimination algorithms will bear on the problem.
Statistical pattern recognition, expert systems, and especially real
time learning techniques will be developed and implemented. The flight
tests will exploit the potential in real time observation of intercept
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phenomenology available to trailing interceptors and precommit
sensors. The program will develop data fusion techniques to exploit
data combination between interceptors and precommit sensors. At the
same time, all threat objects will be modeled intensively to study
their high frequency characteristics and their susceptibility to high
frame rate, high resolution, and close range observation uniquely
afforded by onboard interceptor discrimination.

The GBI Project has made significant strides in resolving the
issues associated with exoatmospheric intercepts of ballistic missile
RVs by ground launched interceptors. The FTV missions have provided
the realistic environments and flight conditions required for true
system performance verification. The extensive database resulting
from the FTV missions have provided a wealth of information and will
continue to be analyzed for years to come. The applications of this
database span from interceptor performance, optical/radar signature
evaluation to disciplines concerned with lethality, kill assessment,
debris characterization, and hypervelocity impact phenomena. Due to
the nature of this program, most of this database is classified. Special
requests for access should be handled through the USASDC GBI Project
Office in Huntsville, Alabama.

294



LUX, HARVEY, NEWMAN, ET AL

Optical Control of ResoT .,t Tunnel Diode Devices

Dr. Robert A. Lux*, Dr. James F. Harvey', Mr. Peter G. Newman,
Mr. Dana J. Sturzebecher, Mr. Thomas P. Higgins, Mr. Thomas E. Koscica,

Dr. Arthur C. Paolella, Mr. Anthony Deannib, and Mr. Wayne H. Chang
US Army Electronics Technology and Devices Laboratory, SLCET,
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I. Introduction

The direct optical control of microwave semiconductor devices has
received a large amount of attention because of the potential applications in
phased array antennas for radar and communications, for antenna remoting, in
interfacing optical fiber systems, and in isolating control and RF signals in
microwave systems. A recent review article discusses these topics including
optical frequency tuning of Gunn, IMPATT, TRAPATT, FET, and HEMT oscillators'.

The direct optical control of resonant tunnel diodes (RTD's) via an
optical fiber promise low noise operation of military mm-wave sysý.ems at
frequencies which were previously unfeasible and with the capability of
remote antenna and phased array applications. RTD's have been operated as
oscillators as high as 400 GHz and as mixers above 2 THz 2 -3 . GaAs RTD's
operating at 10 GHz have been optimized to produce power densities of 5000
W/cm2 of chip area with conversion efficiencies of about 10%. Power
conversion efficiencies of 30% appear feasible using InGaAs RTD's 4 . These
output power densities are roughly comparable to FET oscillators at this
frequency. RTD's can operate at higher frequencies than FET's, HBT's, and
two terminal devices such as Gunn and IMPATT diodes. In addition RTD's have
very low noise characteristics. The lack of isolation between input and
output in a two terminal device and the very low impedance of the RTD make
the integration of these devices into conventional FET based MMIC design very
awkward. Optical control of the RTD oscillators would make it possible to
avoid this problem by optically isolating ihe RTD and antenna circuit, on a
separate chip, from the rest of the system and provide the capability for
remote antenna operation and for optically bynchronized antenna arrays using
optical fiber. In effect the optical signal acts as a third terminal,
allowing isolation of input and output signals. Optical control of RTD's as

a. National Research Council research associate.
b. Employed by Vitronics, Inc.
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a switching device has been reported. This paper presents the results of an
ETDL investigation of optical control of these devices as microwave sources.

II. Device Structure

The material for the
RTD's was fabricated at the
ETDL molecular beam epitaxy n+ GaAs 50 nm
(MBE) facility. The basic
structure of the devices is undoped GoAs
shown in Figure 1. The
thickness of the undoped undoped A1o3Gao57As
spacer layers was varied undoped GaoAs 5 nm
from 50 nm to 250 nm. Mesas undoped AIo 3Gao.As
of diameters from 2 um to 32 undoped GoAs
Am were etched. The current
vs. bias curves of all
devices are similar with the
value of the peak current n+ substrote
being approximately
proportional to the area of
the mesa. Oscillators could
be made from all sizes of Figure 1. Layer structure of resonant tunnel
mesa and all spacer layers. diode material. Undoped GaAs layers varied
The results reported will be from 50 nm to 250 nm.
for a structure with a 50 nm
top spacer and a 250 nrm lower spacer. Either Au-Ce or Pd-Ge contacts were
made to the top of the mesa and to the bottom of the n+ substrate. No
significant difference was
seen in the current vs. 0.08
voltage curves (I-V) between
the two types of contact.
The Pd-Ge contact has two
advantages which make it 0.06
more useful for future
development: diffusion of 01H

the metal into the ' 0.04
semiconductor is limted
and it shows better high o
temperature stability. A
room temperature DC I-V 0.02
curve for a 32pm diameter
diode is shown in Figure 2.
The portion of the curve 0.00
labeled 'diode oscillating' 0.0 0.5 1.0 1.5 2.0 2.5 3.0
does not represent a true DC ,ios (V)

Figure 2. DC current vs. voltage for RTD
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state, but is the average current in a diode that is oscillating with the
parasitic impedance of the curve tracer.

III. Experimental Setup
Diode

The RTD was mounted in ,. e MM B•wr

a 50 ohm coplanar test am u I
fixture with a wire bond
(25pm Au wire me long) from Lau SlideSm.n Bin i P
the top of the mesa (Figure Tur

3). When biased in the
negative differential COPbn C 1
resistance region the RTD R F

oscillated at a free-running

frequency determined by
internal and external
capacitances and the
external inductance, which Figure 3. Schematic of RTD test fixture.
is primarily due to the bond
wire. The stub tuners were
adjusted for maximum power 2.765
output. An Ortel 1210C
pigtail laser diode of 840
nm wavelength was used as 2.760 + XX~x__
the source of illumination. NJ _ o x-' ' X A
Maximum intensity at the /D 0I
exit of the fiber was 4 mW, 2.755,
with the illumination 0 /,/ 30 dB
covering the edge of the C + /d

diode mesa and the a-75 20d
underlying substrate. L? Z/OO xl0dB

LL_ A 0dB
Various laser rf generators 2.745 •/ 0

allowed the lAser to be
amplitude modulated from DC /
to 3 GHz. 2.740.- L

2.50 2.55 2.60 2.65

IV. Frequency Modulation Bias (V)

The diode was
illuminated with 2mW DC Figure 4. RTD oscillator free-running
optical power through a frequency as a function of bias and DC
variable attenuator. It was optical input. The four curves are for
found that the frequency of differing optical attenuation inserted in the
oscillation was a function fiber link.
of both the bias voltage and the illumination power as shown in Figure 4. For
any bias voltage, the frequency shift is a nonlinear function of the optical
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power, each 10 dB increase producing approximately equal frequency shift.
The oscillator frequency can follow a high frequency modulation of the

laser. Figures 5 and 6 show
the frequency spectrum of an
oscillator with 5 kHz square -10

wave optical modulation and E 20
75 MHz sine wave optical M
modulation respectively.
V. Injection Locking-

0
Like other microwave

oscillators it is possible
to electrically injection- 3 -70

lock a free-running RTD 0 W

oscillator to a rf signal.
This led us to attempt 2.10 2.M12

injection-locking with an
optical signal. With a laser Frequency GHz
source of 4 mW at the exit
of the coupling fiber,it was Figure 5. Spectrum of RTD oscillator
found that when the modulated by 5 kHz square wave optical
frequency of optical signal.
modulation approached the
free-running RTD oscillator frequency, the oscillator locked to the optical
modulation frequency. Figure 7 shows the RTD oscillator spectrum free-running
and locked to an optical signal. On locking there is the typical injection
locking reduction of noise
sidebands and narrowing of ___

the central peak. The total
locking bandwidth was 150
kHz. E. 2-

13.30
VI. Mechanism of Optical b

Control

Three mechanisms have .

been proposed to explain the a.
observed optical effects: 1. 2 "7
Photoconductivity reduces 0 -a
the resistance of the diode 9
external to the barrier 2.70 75 2.80 25 2.

layers; the reduced IR Frequency GHz
voltage drop changes the
effective diode bias. 2.oesfentiveraded below te Figure 6. Spectrum of free-running RTDHoles generated below the oscillator with 75 MHz sine wave optical
barrier layer drift into the modulation
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barrier region and are trapped resulting in a changed electric field in the
device. 3. DX center traps in the AlGaAs barriers are ionized by the light
resulting in a dipole field within the barrier structure5

While all three mechanisms may contribute in some cases, we believe

third is not likely in our diodes. All the diodes reported here have a thick
metal top on the mesa, hence
the only way the barrier
region could be illuminated .
is through the edge of the Injeion Loed

mesa. This would be a very Free Running

inefficient process. Further 20

there would be a large
difference in optical
effects depending on the I 40

diameter of the diodes. We j

see no such effect. ' .

Photoconductivity in . •" .
the substrate does not seem '."

to be a satisfactory .70

explanation. As shown in
figure 4 to produce the 2.7570 2.7575 2s7580

observed optically induced Frequency(;iLt

frequency shifts would
require bias shifts of about Figure 7. Injection locking of RTD
50mV. This is greater than oscillator by a 4 mW optical signal.
the total voltage drop in
the substrate when operating in the oscillator region, hence an increased
substrate conductivity would not produce the observed effects.

VII. Conclusions

This work at ETDL has produced the first demonstration of optical
control in microwave RTD's. While these results are a proof of principle
demonstration, the high frequency, low noise capability of RTD's makes them
as a potential candidate for future Army systems.
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Abstract

Infectious diseases historically have adversely impacted the
combat readiness of United States military personnel. In military
campaigns, they typically account for the majority of hospital
admissions for disease-nonbattle injuries (DNBI). One of the most
significant sources of morbidity has been malaria. The most lethal
form, malignant tertian malaria, results from an infection by the

I protozoan parasite Plasmodium faicipa rum. This parasite has
developed pleiotropic drug resistance to many of the drugs employed
for chemoprophylaxis and chemotherapy. The drug refractory nature

I of the parasites is highly reminiscent of the multiple drug

resistance (MDR) phenotype commonly observed in human neoplasias.
i In order to delineate and to define the genetic mechanisms that

mediate MDR, we have developed drug resistance phenotypes based
upon geography and specific reversal modulators. By employing this

I methodology, we have ascertained that there are at least three

phenotypes. These phenotypes may translate into one or more
mechanisms for resistance. These data will further assist in the
description of the drug resistance phenotypes and provide impetus to
lead-directed synthesis of new compounds to circumvent these
resistance mechanisms.
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Introduction

The annals of world military history are littered with failed
military campaigns. The halting of Alexander the Great to the East,
the failure of the Crusades, and in more modern times, the British
Macedonian campaign of World War I failed not to armed resistance
but rather, they succumbed to infectious diseases (Schmidt &
Roberts, 1981). The history of the United States is no exception.
From the American Revolutionary War to the Vietnam Conflict,
casualties from infectious diseases far exceeded those for combat.
During the Mexican-American War of 1846-1848, only one in eight
deaths could be attributed to combat action among U.S. regulars and
volunteers (Upton, 1881). Of the 600,000 men who died during this
country's most divisive conflict, the Civil War, twice as many died
from disease as were killed or mortally wounded in combat
(McPherson, 1988). As recently as the Vietnam Conflict, the disease-
to-combat morbidity rates were slightly more than two to one.

One of the greatest sources of morbidity and mortality
throughout our history has been malaria. It was and remains the bane
of the soldier and the nemesis of military health care providers.
Malaria continues to represent a serious health threat for military
personnel deployed in malarious endemic regions for training or
operations. The World Health Organization (WHO) has estimated that
approximately 40% of the world population reside in malarious
regions, the prevalence may be as many as 270 million infections,
and the annual incidence of 110 million with an estimated mortality
figure of 1 million deaths primarily in children under the age of five
years (WHO, 1990). The etiological agent of the most prevalent and
lethal type of malaria is due to a parasitic protozoan known as
Plasmodium falciparum. Given malaria's ubiquitous geographical
distribution throughout temperate climates (approximately 50% of
the world's land mass), malaria will adversely impact the combat
readiness and effectiveness of military personnel deployed in these
areas. In our most recent military expedition in Saudi Arabia,
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Desert Shield & Desert Storm, malaria was considered to be a
potential health care threat.

In the late 1950's, the WHO prematurely forecasted the control
of falciparum malaria. This bold and optimistic prognostication was
apparently justified by the development of potent insecticides for
vector control and new antimalarial drugs, such as chloroquine.
However, the use and the effectiveness of the insecticides were
ephemeral due to environmental concerns and the manifestation of
vector resistance. Furthermore, parasitic resistance to chloroquine
was immediately documented in Southeast Asia and in South
America. At the moment, chloroquine resistance is common to all
regions where falciparum malaria is endemic. The clinical utility of
chloroquine has been severely compromised due to the acute drug
refractory nature of the parasites. An additional and ominous
development has been the description of pleiotropic drug resistance
to the current antimalarial chemotherapeutic armamentarium.

The observation of pleiotropic resistance to antimalarial drugs
of diverse chemical structures was highly reminiscent of the
multiple drug resistance (MDR) phenotype associated with human
neoplasias. Indeed, the similarities between drug resistant malaria
and human neoplasias may be extended to include a measurable
extrusion of cytotoxic drugs (Krogstad et al., 1987), the presence of
an energy-dependent, membrane spanning p-glycoprotein (Foote e t
al., 1989; Wilson et at., 1989), and the ability to modulate the
resistance phenotype by the addition of subinhibitory concentrations
of drugs that do not possess any intrinsic antimalarial activity
(Martin et at., 1987; Bitonti et at., 1989; Kyle et al, 1990; Basco et
al., 1991; and Kyle et at., 1992). It is the latter characteristic of
falciparum MDR that we have tried to exploit in ascertaining the
number of drug resistance phenotypes. This approach would assist in
the identification of resistance mechanisms.
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M.tb lg.U

Selection of Parasite Clones and Isolates

Several well-characterized clones and isolates of P. falciparum
with differing drug susceptibility profiles were utilized for these
drug assays. The clones W2 (Oduola et al., 1988) and D6 (Oduola et al.,
1988) are reference clones from Indochina III and Sierra Leone
isolates, respectively. GA3 is a clone of the GH2 isolate obtained
from Thailand. 306 is a clone of the IEC 51/84 isolate from Brazil.
Nigeria 60 is a patient isolate collected from Africa. Clones W2,
GA3, 306, and isolate Nigeria 60 are chloroquine resistant, whereas
clone D6 is chloroquine sensitive.

Drug Assays

Susceptibilities of each clone to drugs were evaluated by using a
modification of the semi-automated microdilution technique
(Desjardins et al., 1979). The antimalarial drugs (chloroquine
diphosphate, mefloquine hydrochloride, halofantrine, quinine, and
artemisinin) and reversal modulating drugs (verapamil, penfluridol,
desipramine, chlorpromazine, and fluoxentine hydrochloride) were
obtained from an inventory of drugs maintained by the Walter Reed
Army Institute of Research. Drug assays were performed in 96-well
microtiter plates with 1% erythrocyte suspensions at 0.2-0.5%
parasitemia in RPMI1640 supplemented with 25 mM -EPES, 32 nM
NaHCC 3, and 10% human plasma. Microtiter plates were prepared with
serial dilutions of drug to determine fifty-percent inhibitory
concentrations (IC5os). Each plate containing parasites and drug was
incubated at 370C in an airtight, plexiglas box in the presence of 5%
oxygen, 5% carbon dioxide, and 90% nitrogen. After 24 hours of
incubation, cultures were labeled with 3H-hypoxanthine (NEN Dupont)
and incubated for an additional 18-20 hours prior to harvesting.
Incorporation of radiolabel in each well was determined by
scintillation spectrophotometry, and computer-generated
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concentration response curves were analyzed by non-linear
regression. Susceptibilities of the parasites to the antimalarial
drugs alone and in combination with subinhibitory concentrations of
reversal agents were compared to ascertain the degree of
modulation. IC50s were determined for each drug alone and for
various drug combinations.

Modulation of the susceptibility of the parasite to the
antimalarial drugs singularly and in the presence of the resistance
modulator at predetermined concentrations was expressed as the
response modification index (RMI) (Kyle et al., 1990). RMI's were
calculated by the following formula:

RM I=IC50(AB)/IC50(A)

where A is the antimalarial IC5o and B represents the resistance
modulator 1C50 . A RMI equivalent to 1.0 represents no change in the
IC50 upon addition of the resistance modulator at predetermined
levels. A RMI greater than 1.0 demonstrates an antagonistic effect
between the resistance modulator and the antimalarial drug, whereas
a RMI of less than 1.0 represents potentiation or synergism.

Results

Table 1 is a summary of in vitro IC5o data for parasite isolates
from three different geographical regions of the world. This table
shows how reversal phenotypes can be defined by the parasite's
origin, the antimalarial drug to which resistance develops, and the
chemotherapeutic agents that modulate that resistance.
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Since 1963, the United States Army Medical Research and
Development Command has undertaken the most ambitious drug
screening program in the history of malaria chemotherapy. Over
350,000 compounds have been evaluated for their antimalarial
activity. Due to the complex nature of drug development and
licensing, only a handful of drugs have actually received FDA
approval and are available in most formularies. The prolonged
clinical utility of current antimalarial drugs is of paramount
concern. Therefore, the emergence of multiple drug resistant
Plasmodium falciparum represents a significant health concern and
challenge for military health care providers. The reduced efficacy of
currently approved antimalarial drugs for chemoprophylaxis and
chemotherapy is alarming. The diminished clinical utility of
chloroquine has resulted in a concerted effort to rush through the
approval process the dissemination of mefloquine, halofantrine, and
artemisinin as alternative drugs. However, in specific geographical
areas (most notably Southeast Asia), resistance to these drugs has
been encountered and the longevity of their future effectiveness
remains questionable. Until the phenotypes and mechanisms involved
in mediating resistance to these drugs are described and
characterized the resistance phenomenon will continue to be a
prominent health care problem. In order to ascertain the number of
phenotypes and mechanisms, we have attempted to delineate the drug
resistance phenotypes by geography and by the ability to modulate
resistance to antimalarial drugs with specific reversal drugs.

The rationale for this approach was as follows. Mediation of
resistance by a single gene was plausible. Yet, the cumulative
molecular, biochemical, and drug efficacy data seemed to suggest
otherwise. Indeed, it has been thought that resistance is
multigenetic. However, only one putative gene has been identified.
The primary candidate gene that has been the subject of intense
investigation has been the pfmdrl gene that encodes the falciparum
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equivalent of the human P-170 glycoprotein. The P-170 glycoprotein
has been implicated in human neoplasias as the "pump" that reduces
the intracellular accumulation of antineoplastic drugs in cancer
cells (Gottesman & Pastan, 1988). The falciparum p-glycoprotein
homolog shared amino acid sequence and structural identity with the
human P-170 glycoprotein (Wilson et al., 1989; Foote et al., 1989).
Initially, it was anticipated that this particular mechanism would
account for the observed efflux of antimalarial drugs, especially
chloroquine, and reduced accumulation within resistant parasites.
Another piece of data linking the falciparum p-glycoprotein to drug
resistance was the localization of the p-glycoprotein to the
parasite's food vacuole membrane, the postulated target of
chloroquine's cytotoxic action (Cowman et at, 1991). However, the
mere presence of the p-glycoprotein on the food vacuole was not
sufficient to explain the broad cross-resistance especially since the
target of the "new" antimalarials such as mefloquine and
halofantrine have yet to be identified. Whereas an association was
made between amplification of the p-glycoprotein gene and recent
mefloquine-resistant falciparum isolates and clones from Thailand
(Wilson, personal communication), no conclusive data has been
published that directly correlates chloroquine, mefloquine, or
multiple drug resistance with pfmdrl amplification, over-
expression, or mutations (Foote et al., 1989; Wilson et al., 1989;
Foote et al., 1990). Therefore, a single gene defect seemed unlikely
to sufficiently account for the resistance observed.

Previously, it was observed that falciparum malaria's
susceptibility to various antimalarial drugs differed from one
geographic region to another (Milhous & Kyle, personal observation).
In addition, the ability to modulate resistance seemed to be
contingent upon geography, the antimalarial drug, and the reversal
agent. Therefore, we decided to determine the number of mechanisms
based upon the ability to modulate resistance with reversal agents in
resistant parasites from diverse geographical areas of the world. By
employing this strategy, we have determined that there at least
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three distinct reversal phenotypes and quite possibly three
mechanisms for the mediation of resistance.

In Table 1, the malarous regions of the world have been
segregated into three distinct areas: South/Central America, Africa,
and Southeast Asia. Although this breakdown is not inclusive of all
malarious regions, it does include most countries monitoring
falciparum drug resistance. We also elected to define the parasites
by the degree of modulation of drug resistance tc the chinchona
alkaloids (chloroquine, desethylchloroquine, quinine, and quinidine),
mefloquine, halofantrine, and artemisinin. The drugs that have been
identified as increasing the parasitic sensitivity to chloroquine were
found to be common to all geographical areas. In other words, the
reversal agents that increase chloroquine accumulation in resistance
parasites from South America are equally effective in resistance
parasites from Africa or Southeast Asia. However, some subtle
differences have been noted in the degree of reversal of quinine
resistance in South American parasites when compared to parasites
studied from Africa and Southeast Asia. Nevertheless, this
constitutes the first drug resistance phenotype and is consistent
throughout the world.

The second drug resistance phenotype is unique to Africa.
Resistance to mefloquine has been documented in vitro from African
patient isolates (Salako & Aderounmu, 1987; Oduola et al., 1987; and
Oduola et al., 1992). This particular phenotype exclusively involves
the ability to modulate mefloquine resistance with the neuroleptic
drug, penfluridol (Peters & Robinson, 1991; Kyle et al., 1992). 'No
other reversal modulator was effective at increasing the
accumulation of mefloquine in African drug refractory parasites.
Unlike Southeast Asian parasites, mefioquine resistant, African P.
falciparum parasites are presently susceptible tc the drugs
halofantrine and artemisinin, although transient increases in their
IC50s have been reported (Oduola et al., 1992). These data from
African parasites make them truly unique when compared to
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mefloquine resistant isolates obtained from Southeast Asia.

The final drug reversal phenotype is also the most complex.
Parasites from Southeast Asia constitute the most mutidrug
resistant populations. These parasites exhibit cross-resistance to
chloroquine, mefloquine, halofantrine, and artemisinin. Whereas
Southeast Asian parasites are comparable to African parasites in
their reversal phenotypes to chloroquine and the other chinchona
alkaloids, they differ in their mefloquine resistance phenotype. In
addition to penfluridol, these Southeast Asian parasites may have
their resistance to mefloquine reversed by many of the drugs that
modulate resistance to chloroquine. Furthermore, these same
reversal modulator drugs are effective at increasing in vitro
sensitivity to halofantrine and artemisinin (Kyle et al., 1992). The in
vivo linkage of mefloquine and halofantrine resistance has been
observed in Thai soldiers who failed mefloquine prophylactically and
subsequent chemotherapy with halofantrine (Shanks et al., 1991).
Halofantrine and mefloquine resistance may be genetically linked in
Southeast Asia, whereas there is disagreement over a similar
linkage in African parasites.

The description and characterization of these drug resistant
phenotypes as determined by their in vitro modulation by tricyclic
antidepressants, calcium antagonists, and phenothiozines presents a
unique approach to the elucidation of the MDR phenomenon. These
observations should accelerate the search for the mechanisms that
mediate falciparum drug resistance.
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An Animal Model of Drug-Induced Thermoregulatory and Endurance Decrements

Ms. Candace B. Matthew
US Army Research Institute of Environmental Medicine

Natick, MA 01760-5007

INTRODUCTION

Effects of the neurotransmitter acetylcholine are divided into muscarinic or
nicotinic depending on the receptors that are activated. Stimulation of muscarinic
receptors results in vasodilation, decreased heart rate and cardiac contractility,
increased secretions of exocrne glands including sweat and salivary, increased
intestinal and gastric contractions, and increased bronchial secretions. Agonists at
nicotinic receptors stimulate autonomic ganglia and neuromuscular junctions.
Over-stimulation results in asynchronous excitation, fatigability, and involuntary
twitching'. Anticholinergic drugs are commonly used as antihistamines,
tranquilizers, cold medications, antidiarrheal medications, as well as treatments for
motion sickness and anticholinesterase poisoning. Use of anticholinergic drugs
has detrimental effects on thermoregulation particularly in hot environments due to
sweat suppression'. Anticholinesterase drugs are used clinically for treatment of
myasthenia gravis, Alzheimer's disease, anticholinergic syndrome, and as a
pretreatment against potential organophosphorus exposure'.

Earlier work from this laboratory established the exercising rat and the
"sedentary heat-stressed rat as models of human heat-induced injury3"`' '. More
recently, interest centered on the effects of anticholinergic and anticholinesterase
drugs on physical, physiological, and thermoregulatory responses to hot
environments and exercise in moderate to hot environments. Atropine, the
prototypical anticholinergic drug, inhibits evaporative cooling by suppressing
sweating in man1' 78 and by suppressing saliva secretion in rats which is
behaviorally spread for evaporative cooling,9 ". Clubley et al." reported that sweat
and saliva production are both analogously regulated in man. A 2 mg dose of
atropine in a 70 kg man has been shown to suppress the sweat rate by about
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40%12,13,14,15. Our work demonstrated that a 200 ug/kg dose of atropine (equivalent
to 2 mg in man16) inhibits salivary water loss by the same 40%.

Sweat in man1 7 and saliva in rats18 contain Na÷ and K÷ but are hypotonic
with respect to serum. Thus, both man1 9 and rats2" lose electrolytes, are
dehydrated, and have increased serum osmolarities as a result of prolonged
evaporative cooling. It has long been known that thirst is an inadequate stimulus
for rehydration in man21. Recently, Barney and West• reported that thermally-
induced salivary loss in rats increases plasma osmolality and that thirst is
stimulated only to the point of replacing 50% of the water when the osmolality
returns to control levels. Thus, mechanisms of evaporative cooling in man and rats
are similar in cooling fluid composition, neural control, and resultant effects on
dehydration and thirst.

MODEL DESCRIPTION

Experimental Animals: Adult male Sprague-Dawley (Charles River CD strain)
510-530 g rats were used for all of the studies unless otherwise indicated. The
animals were caged individually and housed in an environmental chamber
maintained at 260C and 50% rh. Lighting was controlled automatically (on, 0600-
1800 hours) and rat chow and water were available ad lib. except during
experimental intervals. Drug administration and blood sampling, when required,
were accomplished using a lateral tail vein or a jugular cannula surgically implanted
in rats under sodium pentobarbital anesthesia.

Sedentary Heat-Stressed Rats: Except as noted below, rats were unrestrained
during heat stress to facilitate saliva spreading activity. Rats, in their own cages,
were placed in an environmental chamber maintained at 41.5 0C until the desired
end point core temperature (Tc) was attained (usually 42.60C), when the animals
were removed to a 260C chamber. During heat stress, Tc, weight loss (as a
measure of fluid spread for evaporative cooling), and the extent of saliva or urine
spread were monitored. Fecal pellet production was monitored both to correct
weight loss to more accurately reflect water loss and as an indication of intestinal
motility.

When saliva is unavailable as in the case of surgical desalivation'° or
inhibition of salivation by anticholinergic drugs 1 '"", rats will spread urine if no
other fluid is available. We reported2 (Fig. 1) that the extent of saliva or urine
spread for evaporative cooling was a useful measure of the surface available for
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evaporative cooling. Since, saliva-spreading requires both physiological and
grooming activity, this provides a behavioral as well as physiological measure.

Exercising Rats: To identify and quantify effects on exercise endurance and
thermoregulation, rats were run on a motor driven treadmill (11 m/min, 60 incline,
shock avoidance contingency). Unless otherwise indicated, they were run to
exhaustion, defined as the point at which rats fail to keep pace on the treadmill and
do not immediately right themselves when placed on their backs. Rats were run
for 20 min then allowed a 2 min rest, run for an additional 20 min followed by a 2
min rest and then run to exhaustion without any further rest (control animals ran for
about 60 min). During running and subsequent recovery Tc (thermistor probe
inserted 6.5 cm beyond the anal sphincter) as well as tail temperature (Tt, surface
thermistor taped to the dorsal mid point of the tail) were monitored with a
computerized data acquisition system.

For studies of anticholinesterase drug effects, a drug symptom check list 24

was developed to quantitate tremors, salivation, exophthalmus, defecation, run
performance, and overall behavior. These indices proved useful in identifying the
efficacy, dosages, and specificity of anticholinergic drugs 242 s.

RESULTS

Sedentary Heat-Stressed Rats: Following are descriptions of results reported
using the sedentary heat-stressed rat model in our laboratory"0° 2 ".°:

Prior to using the heat-stressed rat as a model for examining the
thermoregulatory effects of anticholinergic drugs, it was necessary to compare the
response of heat-stressed rats that were unable to spread saliva for evaporative
cooling with the response of heat-stressed control animals. In this study,'° rats
were surgically desalivated (DESAL) by ligation and transection of the salivary
ducts. Since surgically desalivated rats were found to spread urine for evaporative
cooling when no other fluid was available, it was necessary to restrain (RES) these
animals to prevent spread of any fluid for evaporative cooling. Unrestrained
(UNRES) control animals (Table 1) spread saliva on their ventral surface losing 8%
of their body weight (Tc final= 42.60C) with a rate of rise of core temperature
(heating rate) of 0.020C/min. Restraint (CONTROL RES) inhibited, but did not
completely prevent, behavioral spread of saliva; some saliva was groomed into the
fur and some dripped out of the mouth and was lost. DESAL UNRES rats spread
some urine resulting in similar % weight loss and heating rate to those of the
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CONTROL RES rats. A combination of desalivation and restraint was required to
achieve heat stress with no evaporative cooling; DESAL RES rats had the
minimum % weight loss and maximum heating rate. Pharmacological desalivation
via administration of 1 mg/kg of atropine prior to the start of heat stress resulted in
inhibition of both salivation and urine spreading with % weight loss and heating rate
similar to those of the DESAL RES rats. Thus, Hubbard, et al.1" concluded that the
heat-stressed rat was a potentially useful model of anticholinergic-induced
thermoregulatory decrements.

TABLE 1

Weight Loss and Heating Rate of Surgically and Chemically Desalivated Rats

Group * % Weight Loss Heating Rate, °C/min

CONTROL UNRES 8.0 + 0.4 0.02 + 0.002

CONTROL RES 2.2 + 0.2 0.08 + 0.01

DESAL UNRES 1.9 + 0.4 0.07 + 0.01

DESAL RES 0.7 + 0.1 0.16 + 0.01

ATROPINE lmg/kg 0.7 + 0.1 0.12 + 0.004

a Data from Hubbard, et al.10; see text for group definitions.

In a subsequent study•, the dose-response and pharmacokinetic effects of
atropine were examined in the sedentary heat-stressed rat. Doses of atropine
ranging from 10-4000 ug/kg were administered via tail vein 15 min prior to the start
of heat stress. In the range of 25 to 1000 ug/kg atropine was found to increase
heating rate and decrease % weight loss and fecal pellet production
(anticholinergics decrease intestinal motility) in a dose-response manner. A 200
ug/kg dose (equivalent to a 2 mg dose in man"6) resulted in a 38% decrease in
water loss rate which was similar to the 42%12 and 43%15 seen in man. The
pattern of saliva or urine spread was also found to have a dose-response
relationship to atropine administration. Despite some individual variability, the
patterns in Fig 1 were found to be consistent with the following: S-1, 200 ug/kg
atropine; S-2, 50 ug/kg; S-3, 10 ug/kg or saline controls; U-i, 500 ug/kg; U-2 or U-
3, surgically desalivated saline controls (from the previous study'0). In this same
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study, 250g rats were found to be S-2 S-3
less sensitive to dose-response
effects of atropine administration
than 500 g rats. Thus, the larger
rats were used in all studies. This
study also examined the effect of
increasing the time interval
between atropine administration
and the start of heat stress.
While intestinal motility returned to
normal levels after a 60 min
delay, and % weight loss returned
to control levels after a 120 min
delay, heating rate required a 210 U-1 U-2 U-3
min interval to return to control
levels. These times correspond -.

closely with the 2-4 hour time
required for atropine effects to
subside in man 72". Based on
the similarity of the rat and human
responses to atropine, it was
determined that the sedentary
heat-stressed rat was a promising
model with which to examine
relative anticholinergic drug Fig. 1 Typical progressive saliva (S-1, S-2, and
effects. S-3) spread pattern of control rats and urine (U-

1, U-2, and U-3) spread of atropinized or
Since atropine is frequently surgical desalivated rats. (Matthew et al.21)

administered intramuscularly (im)
rather than intravenously (iv), a
comparison of iv and im routes of administration in the heat-stressed rat was
undertaken3°. The effects of im or iv atropine were quantified on the following
variables: heating rate, % weight loss, fecal loss (intestinal motility), and mydriasis
(in rats that were not heat stressed.) Both iv and im atropine had similar effects on
weight loss (decreasing with increasing atropine dose) and mydriasis ( pupil dilation
to a greater extent and longer duration with increasing dose.) The range of doses
of atropine (10-1000 ug/kg) over which there was a dose-response increase in
heating rate with iv administration was truncated with im administration (10-50
ug/kg). Therefore, we concluded that the iv route was the better route for
examining anticholinergic-induced inhibition of evaporative cooling.
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TABLE 2

ANTICHOLINERGIC POTENCY RELATIVE TO ATROPINE

Drug Dose Heating Rate Potency AT=Dose
(ug/kg) (CC/min)* Ratiob (ug/kg)O

Salined 0.022 + 0.001 ----_---

Atropined 200 0.087 + 0.004 1 200

Atropine Methyl Nitrated 25 0.067 + 0.006 4 50

Scopolamined 10 0.079 + 0.005 16 12
Chlorpromazined 1000 0.067 + 0.004 0.1 2000
L-Hyoscyamined 100 0.089+ 0.004 2 100

Aprophen° 2000 0.072 + 0.004 0.067 3000

Trihexyphenidyr 400 0.033 + 0.004 0.061 3200

a Values are mean + standard error.
b Calculated potency relative to atropine from Matthew, et al.23

c 200 ug/kg AT/potency ratio; drug dose required to elicit the same heating rate in
the heat-stressed rat as 200 ug/kg of AT.
d Values taken from Matthew et al.23

e Values taken from Matthew24.

Since the heating rate of sedentary heat-stressed rats was the most
sensitive index of anticholinergic activity, the heating rates of animals given other
anticholinergic drugs were compared to the dose-response increase in heating rate
induced by atropine administration23 . An atropine equivalent dose and an
anticholinergic potency relative to a value of 1 for atropine were determined as
indicated in Table 2. Additionally, the relative abilities of carbamates to reverse the
atropine-induced increase in heating rate as a measure of relative
anticholinesterase potency were compared. Neostigmine was determined to have
a value of 8 relative to 2 for physostigmine and 1 for pyridostigmine2 3. Thus, the
core temperature response of sedentary heat-stressed rats can be used as a
sensitive bioassay for both anticholinergic and anticholinesterase efficacy.
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Exercising Rats: In the sedentary heat-stressed rat, the cholinergic drug effects
examined were primarily muscannic (salivation, intestinal motility, vasodilation,
etc.). However, the exercising rat is unable to spread secreted saliva while
exercising; thus, nicotinic cholinergic effects (primarily at the neuromuscular
junction) can be evaluated. Following are descriptions of cholinergic drug effects
using an exercising rat mode4'-'s'-349

400- C

MMn RUN TIME
SHEAT RATE

DRUG EFFECT

300•0

z +
0 co c

z 200-
,,J

U)

0

S100-

0 t
0050 10 200

DOSE OF PHYSOSTIGMINE (ug/kg)

Fig. 2 Run time, heating rate, and cholinergic drug effect score for rats receiving
saline (0), 50, 100, 200 ug/kg of PH are plotted as a % of saline control values.
Significant difference from control value = "C", from previous lower dose =

(From Matthew, et al.25).

Physostigmine, (PH) a reversibly acting carbamate anticholinesterase, was
initially chosen to establish dose-response drug effects in the running rat. PH was
selected because it is a drug in clinical use, has central as well as peripheral sites
of action1, and has been shown to be protective against organophosphorus
poisoning31. In the results illustrated in Fig. 225, PH was administered via tail vein
15 min prior to the start of run. Control animals had a run time of 67 + 6 min
(mean + S.E.), a heating rate of 0.051 + 0.007*C/min, and cholinergic symptom
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score of 2.5 + 0.2. Endurance declined as heating rate and cholinergic symptoms
increased with increasing doses of PH. Since endurance, thermoregulatory effects,
and cholinergic symptoms all vary in a dose-dependent manner with PH, this
exercising rats model represents a potentially useful model with which to examine
other anticholinesterases or anticholinergics.

In order to alleviate PH-induced thermoregulatory and endurance
decrements in running rats, a combination of atropine (muscarinic anticholinergic)
and diazepam (anticonvulsant) was administered with PH to running rats 32. The
administration of atropine (200 ug/kg) and diazepam (500 ug/kg) with PH (200
ug/kg) resulted in run times and heating rates which were not significantly different
from those of saline controls. In a separate study33, subchronic (2 week)
administration of PH (60% inhibition of cholinesterase (ChE)) resulted in
endurances and heating rates which were not significantly different from controls.
In the same study33 subchronic PH administration resulted in attenuation of
ultrastructural changes commonly seen with acute PH administration.
Accommodation to excess acetylcholine at receptors was noticeable after one
week of PH administration via osmotic pump and complete after 2 weeks.

Subsequently, the sedentary heat-stressed rat model and the exercising rat
model were used to determine optimal doses of 4 anticholinergic drugs to
neutralize the PH-induced decrements in exercising rats24. The optimum dose of
atropine (200 ug/kg) was determined by administering a range of doses of AT with
PH prior to exercise. Doses of AT either higher or lower than 200 ug/kg elicited
higher heating rates and cholinergic symptom scores and lower endurance times.
Doses of scopolamine (S), aprophen (AP), and trihexyphenidyl (THP) equivalent to
200 ug/kg of AT In the sedentary heat-stressed rat were determined by the
method 2 3 indicated above (Table 2) to be S- 12, AP- 3000, and THP- 3200 ug/kg.
In the exercising rat model, the optimum dose of S (12 ug/kg) and AP (3000
ug/kg) as adjuncts to PH were determined to be the same doses that were
equivalent In the sedentary heat-stressed rat to the dose of AT (200 ug/kg)
found to be optimum in the exercising rat. AT, S, and AP are primarily muscarinic
anticholinergic drugs. The optimal dose of THP (800 ug/kg) in the exercising rat
is only 1/4 of the dose equivalent to the standard AT dosage in the sedentary
heat-stressed rat. This could be explained because THP selectively blocks only
M-1 (central, neuronal) cholinergic receptors, while AT, S, and AP all block both M-
1 and M-2 (secretory, smooth muscle, and cardiac) receptors1'33.

The peripheral vasodilatory effect" 37 of PH and other centrally acting2,32.36,37
anticholinesterases may result in decreased core temperature' . In sedentary

322



MATTHEW

animals this peripheral vasodilation results in a decrease in core temperature at or
below an ambient temperature of 25°C2 32'37 which should confer a
thermoregulatory advantage. However, when PH-treated animals are exercised at
260C, they have an increased heating rate24,253233. The cause of this increased
heating was postulated to be increased acetylcholine and metabolic activity at the
neuromuscular junction. To elucidate the mechanism involved in PH-induced
thermoregulatory decrements, rats were exercised after treatment with PH at
ambient temperatures of 10, 15, 26, and 30OC•. Results indicated that 100C may
be low enough to allow sufficient radiant cooling in both saline and PH-treated
groups, that 300C is too high for effective cooling in either group, and that at 15
and 260C the PH-treated animals had significantly increased rates of rise of core
temperature. Thus, the PH-treated rat model is useful over a temperature range of
15-26°C.

The quaternary carbamate pyridostigmine (PY) was fielded and used by the
military in Desert Storm as a nerve agent pretreatment drug. At low to moderate
clinical doses PY does not cross the blood-brain barrier in pharmacologically
significant amounts1 ; therefore, its effects can be attributed to peripheral sites of
action. PY acutely administered to exercising rats (Tamb= 350C, 40-60% ChE
inhibition) decreased endurance and increased heating rates 39. Chronic oral PY
administration (20-40% ChE inhibition), also in rats exercising in a warm
environment, did not decrement endurance or thermoregulation'• indicating that, as
was the case with PH, there may be accommodation with chronicity. Additionally,
the endurance and thermoregulatory decrements induced by acute PY
administration (40% ChE inhibition, 260C) were attenuated by AT and diazepam
administration41.

CURRENT AND POTENTIAL APPLICATIONS

If PY is given prophylactically, it will be given subchronically which will result
in consistently elevated acetylcholine levels at receptors. This chronic elevation
may result in accommodation and eliminate adverse effects seen with acute
administration as was the case with PH3. However, if there is an alteration in
receptor sensitivity following subchronic PY, acute administration of atropine
subsequent to toxic exposure may not result in anticipated levels of anticholinergic
activity7'4. An evaluation of the effects of subchronic PY with acute AT
administration is currently underway in our laboratory.
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The acute administration of either PH or PY resulted in endurance and
thermoregulatory decrements in exercising rats32'39'1. This is hypothesized to be
due to increased metabolic activity at the neuromuscular junction 2' for the following
reasons: 1) The decrements are peripheral in origin because both the PH and PY
elicit the same decrements. 2) Preliminary re'l-,Its from this laboratory indicate that
PH administration to sedentary rats results in an increased oxygen consumption
despite the drop in core temperature subsequent to tail vasodilation. 3) PH- or PY-
stimulated salivary secretion does not contribute to cooling while rats are running
on the treadmill. Since none of the anticholinergic drugs used to block PH-induced
decrements is a specific nicotinic blocker24, conclusive evidence for this hypothesis
awaits use of ganglionic and neuromuscular junction nicotinic blockers with PH in
the exercising rat.

Because of the similarities between sweat loss dehydration in man and
salivary loss dehydration in the rat, the sedentary heat-stressed rat model is
currently being used to examine treatment of hyperthermic dehydration with
hypertonic saline in dextran (HSD). This new use of the model increases its
potential usefulness for examining problems in military medicine where adequate
hydration is a chronic problem. With the existing data base on the exercising and
sedentary heat-stressed rat models and current work to identify specific sites of
anticholinesterase-induced decrements, these models are available for evaluating
prospective new therapies as they are identified.

The views, opinions, and/or findings contained in this report are those of the
author and should not be construed as official Department of the Army position,
policy or decision, unless so designated by other official documentation. In
conducting the research described in this report, the investigators adhered to the
"Guide for the Care and Use of Laboratory Animals," as prepared by the committee
on Care and Use of Laboratory Animals of the Institute of Laboratory Animals
Resources, National Research Council. Citations of commercial organizations and
trade names do not constitute an official Department of the Army endorsement or
approval of the products or services of these organizations.
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INTRODUCTION

At ordinary intensities, light interactions are independent of the
intensity of the light. However, when high intensity laser sources are
used, the interaction may depend upon the intensity of the light beam as
well. Such effects are said to be "nonlinear" optical effects. Nonlinear
optical effects may give rise to optical analogues of gates and switches used
in digital computers and signal processors. If the appropriate nonlinear
optical materials can be discovered 1 , it could be possible to generate,
transmit and process information in all-optical circuits.

Almost all materials show some degree of nonlinearity. However,
symmetry may restrict the magnitude of some of the effects. For example,
symmetry requires that second order nonlinear materials not contain a
center of inversion. Third order nonlinear effects have no symmetry
restrictions. Optical phase conjugation is a third order nonlinear effect
whereby a time-reversed replica of an input wave is generated. The phase
conjugate beam has some very unusual and useful properties. If an input
beam is degraded by passing through a distorting medium and the phase
conjugate is created in a nonlinear material, the phase conjugate will
travel backwards toward the source (backwards in time for the input
beam) and retrace its path. Upon returning to the original point of origin
of the input beam, the phase conjugate will be near perfect, with all the
distortions corrected 2 "5 . This property of phase conjugate "mirrors" has
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obvious applications such as pointing and tracking moving objects through
a turbulent atmosphere containing smoke, fog, or other scattering
aerosols.

The two common methods of generating an optical phase conjugate
are stimulated Brillouin scattering and four-wave mixing in nonlinear
materials. In degenerate four-wave mixing (DFMW), three laser beams of
the same frequency are mixed in a nonlinear medium. The sample is
illuminated by two counter-propagating pump beams with time-varying
electric fields, given by Efand Eb. The forward and backward pump
beams are of equal intensity and co-linear. A weaker probe beam with
electric field Ep is propagating in the same direction as the forward pump
beam but intersects with the forward and backward pump beams in the
sample at an angle of about 5 degrees. If the sample is nonlinear, a phase
conjugate replica of the probe beam will be generated. This beam retraces
the path of the probe beam, regardless of the angle between the probe beam
and the forward pump beam. The intensity of the phase conjugate signal
is determined by the nonlinearity of the sample and the intensity of the
other three beams.

The nonlinear optical properties of metal colloids have been studied
extensively and found to have large third order nonlinearities 6 .
Theoretical calculations on nanoparticle layered colloid materials have
predicted large enhancements in the third order effects 7,8. To determine if
these predictions could be obtained, a series of metal coated particles have
been prepared in our lab and studied using DFWM.

NONLINEAR RESPONSE THEORY

In a Kerr type medium the dielectric function for the material is given
as

E =(1) + X(2 )E + X(3)E2 , (1)

where the Z's are the susceptibility tensors and E is the electric field at the
sample. The tensor, Z1), gives rise to the ordinary absorption, dispersion,
and refraction of the sample. The tensor, Z(2), is responsible for three-
wave mixing (second harmonic generation) and Z(3) produces the four-
wave mixing, (phase conjugate) and third harmonic generation. The
dependence of the phase conjugate signal on the intensity of the beams
which produce it can be explained from the polarization produced in the
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sample by the input beams. The polarization, P, produced by an electric
field may be written as the dielectric function times the electric field
intensity

P=eE (2)

Substituting for e gives

P = X(1)E + X(2 )E2  + X(3)E3 . (3)

The electric field of the phase conjugate signal is proportional to the third-
order term, Z(3)E3. Since the electric fields of each beam may be different,
the phase conjugate electric field may be expressed as:

Ec = KX(3)EfE bEp, (4)

where c, f, b, and p represent the electric fields of the phase conjugate,
forward pump, back pump, and probe beams, respectively, and K is a
proportionality constant. The intensity of a light wave is proportional to
the square of the electric field. So the intensity of the phase conjugate is
given as:

Ic = kK2X(3 ) 21fIbIp . (5)

The effective intensity of each of the two counter-propagating beams, If
and Ib, is the geometric mean of the two, 4ffb • Due to the experimental
arrangement (all beams split from the same input beam), the probe beam
intensity will also be proportional to the effective intensity of the forward
and backward pump beams.

I p = k'f fI~b .(6)

Thus we have:

Ic = k'kK2(X(3))2(fi fJb)3. (7)

Taking the logarithm of both sides of equation (5) we have:

log(Ic) = log(k'kK2(X(3))2) + 3 log(Ifb). (8)
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Thus a plot of the log of the conjugate signal intensity vs. the log of the
geometric mean of the forward and backward pump beam intensities
should be linear, with a slope of 3. This slope is expected for homogeneous
samples or suspensions of small metallic spherical particles (colloids).
Any slope other than 3 indicates a thermal or other effect contributing to
the phase conjugate signal.

The above approach must be modified for particles composed of layers
of material 7,8. The local field, EL, at the center of a spherical particle is
given by

EL= 9Ehs E0.
(ec+2es)(e6+2eh)+2(aas)3(CC-ý)(Es-eh) (9)

The E's are the complex dielectric constants of the host(h), the core(c) and
the shell(s) and E0 is the electric field far from the particle. The a's are the
radii of the core and shell. The local electric field, EL, at the center of the
particle may be substituted for E in equation (3) and the derivation
continued as before to determine the intensity dependence of the phase
conjugate signal. There are two important predictions implied by the
derivation based on equation (7). First, if the dielectric constants are
chosen so that the denominator is close to zero, a large enhancement of the
phase conjugate would be observed. Also, a slope of 3 for a plot of the log of
the phase conjugate signal intensity vs. the log of the laser intensity is no
longer required. Instead, a higher order intensity power may be observed,
since the signal is dependent upon a product of the dielectric functions. If
() is not allowed, then only odd powers could be observed. It is expected

that a slope of 3 would be observed at low laser intensities, with higher
slopes occurring as the laser intensity is increased.

EXPERIMENTAL RESULTS

Various coated particles which included metal on metal and metal on
semiconductor cores were prepared in our lab. Using standard
procedures 9-12 , the metal shells and cores were prepared by reducing the
metal salt. By varying the amount of starting materials, the thickness of
the composite layer could be changed. Samples studied included gold on
silver, gold on platinum, and gold on alumina.
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In the DFWM experiments an excimer (XeCl, 308 nm) pumped dye
laser was used. Most of the experiments were run at 480 nm; however, the
same results were observed when other wavelengths were used. The
experimental setup is shown in Figure 1.

EXCIMER
LASER

PHASE CONJUGATE
DYE BEAM DETECTOR
LASER

PHASEE
CONJUGATE

BEAM
NLENS

ND)
FILTER AP4 ND FILTER

BS1 M3
PROBE

BS2 FONT PUMP M2

AP3-
NONLINEAR SAMPLE MEDIUM

M1 BACK PUMP

Figure 1. DFWM experimental setup

The phase conjugate signals measured for the first samples showed
only a normal response, with no enhancement of the signal when
compared to pure metal colloids. When samples of thinly gold coated
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silver and platinum were measured, an anomalous phase conjugate was
observed. In the log-log plots the slope obtained was 4, instead of the
expected 3 (see Figure 2). Because of the higher intensity dependence, an
order of magnitude enhancement of the phase conjugate signal was
observed. A thinly gold coated alumina also produced the same
anomalous results (see Figure 3). Transmission electron microscopy of
the gold on silver sample showed that the gold coat was 1.5-2.0 nm thick for
the anomalous sample. The sample that showed a normal phase
conjugate response was approximately twice this thickness. The core
diameters were not a determining factor in the anomalous signals
observed since they varied from 5 to 20 nm for the different samples.
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o10 -1 ,

S10 -2 1

S1 0 -3 ---------- .. .. .. .. .. ... .. .. .. .. .... .. . ... .. .

SlPUREGL SL =3

10 -4 
S S S

10 -5. . .. ... .

1 10 100

LASER INTENSITY (MW/cm-2)

Figure 2. DFWM of pure gold and gold-coated silver colloids
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Figure 3. DFWVM of gold on alumina

Since only odd power dependence on the laser intensity for the phase
conjugate was expected, we thought it possible that the slope 4 was just the
transitional stage from slope 3 to 5. To determine if this was the case,
higher laser intensities were used by adding a dye amplifier stage.
Changes in the slope were observed but they appeared to be shifts instead
of a change to slope 5 (see Figure 4). Color changes were also noted after
irradiation at the higher laser intensities (above 20 MW/cm2 ). The higher
laser intensities produced larger thermal effects which could be observed
as a rapid decrease in the phase conjugate bgnal after the initial
irradiation. This decrease in signal could be explained as a decrease in
particle concentration due to thermal diffusion. To eliminate this effect
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Figure 4. DFWM of gold on platinum

the solutions were stirred during the experiments.

While stirring the solution, the slopes remained the same at lower
laser intensities, as had been previously observed; however, in most of the
samples above 15 MW/cm2 (see Figure 5), a discontinuation was observed.
At the higher laser intensities, an increase in phase conjugate signal was
observed and, as in the case shown, by as much as two orders of
magnitude. The discontinuity occurred at approximately the same
intensity regardless of the shell or core material.
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Figure 5. DFWM of gold on alumina while being stirred

It is believed that laser ablation of the shell material is the primary cause
of this sudden increase in phase conjugate signal. Laser ablation of the

shell also explains the color changes observed with the gold coated
composites. The absorption spectra of these samples before and after
irradiation showed that the mixture became more homogeneous with a
narrowing of the bandwidth, and smaller with a shift in the maximum to
higher energy (see Figure 6). It has not been determined if the gold is
removed permanently from the composite or if the surface becomes more
uniform. The samples still showed the anomalous slope and there was no
indication of any slope 5 dependence.
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Figure 6. Gold-coated alumina before (A) and after (B) DFWM

Coated composites obtained from other labs also showed the same
anomalous phase conjugate signal if the shell was less than 3 nm thick.
These samples included silver on silica and silver sulfide on silver.
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CONCLUSIONS

An anomalous fourth power intensity dependence in the phase
conjugate signal has been observed in certain gold and silver coated
microparticles. An enhancement of up to one hundred times the phase
conjugate signal in an uncoated particle is observed. The results were
unaffected by the type of particle core. The anomalous signals were seen
only with thinly coated particles (< 3 nm). If Z(2) effects are ignored,
current coated particle theory does not adequately explain the anomalous
results observed. Optical second-harmonic generation are known to occur
at surface interfaces 13 . Because of the two interfaces involved with the
layered composites, it is probable that X(2) cannot be eliminated from the
dielectric function. Theoretical calculations are currently being conducted
to determine possible explanations for the anomalous signals and to
reproduce the experimental results.
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INTRODUCTION

For many microelectronic device applications plasma assisted (dry) etching has replaced
wet chemical etching as the preferred method for providing fine line submicron patterns and
selective etch fabrication steps. For device fabrication it is necessary that the plasma etching
process provide smooth etched surfaces with minir-,l damage and degradation of surface
region electrical properties, along with anisotropic etching characteristics for the desired etched
sidewall angle. Etch-induced damage may be either in the form of etch gas surface residues or
subsurface crystal defects.

Reactive ion etching (RIE) is a plasma processing technique which has been used for
etching silicon and various III-V compound semiconductors. In this process, reactive speciks
are created in the plasma and combine with the wafer surface atoms to form volatile chemical
species which can then be removed. Positive ions which are also generated in the plasma
impinge anistropically upon the negatively biased wafer mounted on the cathode and provide
energy to promote gas-surface chemical reactions and help remove surface etch products. This
anisotropic characteristic of RIE results in faithful transferral of the mask pattern to the
semiconductc(r wafer, with good fidelity of the pattern being reproduced throughout the eh.
RIE eliminates mask undercut, which is a major disadvantage of wet etching. However, ion
bombardment of the wafer surface may lead to etch-induced damage which can be detrimental
to device operation.

Magnetron reactive ion etching (MIE) is similar to RIE, with the addition of a magnetic
field to confine the plasma electrons close to the wafer. This minimizes electron loss to the
chamber walls and increases ionization efficiency and reactive species generation. Compared to
RIE, the magnetic field of MIE allows a higher density plasma discharge to be created which is
able to sustain itself at relatively low cathode bias voltages, resulting in low ion bombardment
energies and therefore minimal etch-induced wafer damage. In addition, the relatively high
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density discharge of MIE allows it to operate at lower etch gas pressure than RIE. This leads to
anisotropic etchiiag with smaller feature size capability since lower pressures provide reduced
ion scattering and associated lateral etching, and allow reactive species and wafer etch products
to be transported more easily to and from high aspect ratio, small dimension etched wells.

MIE is a relatively new technique and although it is a modification of RIE with a magnetic
field added, the knowledge base previously developed for RIE is not directly transferable since
the extent of ionization, electron density, and energy distribution is altered considerably by the
magnetic field. Hence, there is a strong incentive to investigate the plasma reaction mechanisms
and wafer sample etching characterisatics of the MIE technique. While MIE has been
investigated for etching Si and Si0 2, there has been relatively lit:'e work done on exploiting
this technique for GaAs processing. Since the chlorides of Ga and As are relatively volatile,
chlorine based chemistry is the choice for etching GaAs. We report here the results of a study
of MIE using silicon tetrachloride (SiC14) and Freon-12 (CC 12F2) etch gases. Although some
work has previously been reported for CC12F2

1, this is the first report of magnetron ion
etching of GaAs using SiC14.

We have investigated MIE to determine its effectivness as a processing technique for the
fabrication of GaAs devices. Etched wafers are characterized in terms of surface smoothness,
sidewall angle, etch product surface residues, subsurface defects, and surface region electrical
properties, since these are all important factors in terms of device performance. Wherever
possible, we compare our MIE results with results reported by others for RIE.

EXPERIMENTAL

The etch experiments were performed in a magnetron reactive ion etch chamber having a
powered cathode (13.56 MHz) containing two bar magnets, with two additional magnets
located outside the chamber at the top of the chamber cover. The rf power source is capacitively
coupled to the cathode resulting in a negative dc voltage bias being developed on the cathode
during etching. The cathode is water cooled and covered with an aluminum pedestal which
supports the wafer sample. Wafers were thermally heat sunk to the cathode with high vacuum
grease. The magnets provide a uniform magnetic field at the wafer location. The chamber is
typically evacuated to base pressures in the range 10-6 Torr.

Etch depth of patterned wafers was measured using a Dektak profilometer after removal
of the mask. Etched surface characterization was performed using scanning electron
microscope (SEM), transmission electron microscopy (TEM), Auger electron spectroscopy
(AES), and Schottky barrier diode I-V measurements. GaAs wafer samples with (100) surface
orientation and 1 x 1017/ cm 3 n-type carrier concentrations were used for Schottky barrier
diode measurements. Semi-insulating GaAs wafers with the same surface orientation were
used for all other measurements.
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RESULTS

a) SiC1 4 etch gas

Figure 1 shows the etch rate and cathode self-bias voltage as a function of power density
for 2 mTorr pressure and 15 standard cubic cm/min (sccm) SiC14 flow rate. The etch rate
initially increases with power and then levels off at higher power densities, eventually reaching
an etch rate of approximately 1 micron/minute. An increase in power density usually results in
an increase in electron density and consequently in Cl atom production, which contributes to
the observed increase in etch rate at low powers. Additionally, the cathode self-bias voltage
increases linearly with power as shown in Fig. 1, resulting in increased ion bombardment
energies. Increased ion bombardment energies can result in higher etch rates by increasing
sputter removal of etch products or by providing additional activation energy necessary for the
formation of volatile chlorides of Ga and As in the first place. At the higher power levels of
Fig. 1, however, the increased ion bombardment may interfere with Cl atom adsorption on the
surface as pointed out by Pearton, et al 2, and prevent the etch rate from increasing further.
Figure 2 shows etch rate as a function of pressure for 0.16 watts/cm 2 power density and 15
s'cm SiC14 flow rate The observed increase in etch rate with pressure is due to an increase in
reactant species production resulting from an increase in Jensity of available etch gas. The etch
rates reported here are generally higher by a factor of five or more when compared with results
reported on SiC 14 RIE at comparable power densities and self bias levels. 3,4 High etch rates
allow short processing times in the hostile plasma environment; since the eventual number of
defects in a dry etched sample is a balance between defect generation due to ioi bombardment
and the removal of wafer material and surface defects due to etching, high etch rates may
reduce damage accumulation. 5

Figure 3 shows a scanning electron micrograph of a patterned GaAs sample etched for 2
minutes at 2 mTorr pressure and 0.24 watts/cm 2 power density with 15 sccm SiC1 4 flow rate.
The 200 nm wide line masks were fabricated by direct electron beam writing on SAL-601, a
novolac-based electron beam resist which was used directly as the etch mask. The etched
surface is clean and smooth and the sidewalls are vertical, with an etch depth of approximately
2 microns. Striations on the sidewalls are due to non-uniformities of the mask edge being
replicated into the sample. Figure 4 shows a scanning electron micrograph of the same sample
at higher magnification, showing more clearly the quantum wire-like etched structure. Figure 5
shows another patterned sample etched under the same conditions in SiC 14. These SEM results
show that SiC14 etching of patterned GaAs wafers results in a surface morphology which is
appropriate for fabrication of small dimension, high speed devices, in addition to quantum wire
and quantum dot structures.

Etched surface profile and subsurface lattice defects were investigated using TEM. Figure
6 shows a TEM micrograph of a sample etched under the same conditions as above.The
surface is extremely smooth, with a peak to valley distance along the surface of only 4 nm.
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Figure 1. GaAs etch rate and cathode bias voltage as a function of power density for 2 mTorr
pressure and 15 sccm SiCI4 flow rate.
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Figure 2. GaAs etch rate as a function of pressure for 0.16 watts/cm 2 power density and 15
sccm SiCI4 flow rate.
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Figure 3. Scanning electron micrograph of a patterned GaAs sample etched for 2 minutes at 2
mTorr pressure and 0.24 watts/cm2 power density with 15 sccm SiC14 flow rate.

Figure 4. High magnification scanning electron micrograph of Figure 3.
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Figure 5. Scanning electron micrograph of a patterned GaAs sample etched for 2 minutes at 2
mTorr pressure and 0.24 watts/cm 2 power density with 15 sccm SiCI4 flow rate.

Figure 6. Transmission electron micrograph of GaAs etched for 2 minutes at 2 mTorr , 0.24

watts/cm2 , 15 sccm SiC14 .
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The defects are in the form of small dislocation loops 0.7 to 2.0 nm in diameter, extending a
depth of 300 nm below the surface, with a density of 1010/cm 2. This is an order of magnitude
lower than defect densities reported for RIE under similar conditions. 6

To determine the effect of etch-induced damage on the surface region electrical
characteristics, Schottky barrier diodes were fabricated on unpatterned etched surfaces and
diode I-V characteristics are compared with those of a Schottky diode formed on a control
(unetched) sample. Schottky contacts were formed by electron beam deposition of a Ti/Pt/Au
structure. Schottky diode measurements for GaAs samples etched in SiC 14 are shown in Table
1 for several values of pressure and applied power density along with results for a control
sample. Ideality factor (n) and Schottky barrier height (OB) are obtained from the slope and

intercept, respectively, of the measured forward bias In I vs V curve. 7 Ideality factor is
normally close to unity, whereas Schottky barrier height can depend upon semiconductor
material, semiconductor surface states, and metal contact material. These parameters are of
particular interest because they are sensitive to Schottky barrier surface region carrier
concentration, defect levels and traps. Etch induced surface region defects which can affect
device performance are thus manifest in changes in the values of n and OBR Minimal changes

in these parameters indicate low etch induced wafer damage. Table 1 shows that n increases
and OB decreases for the etched samples relative to the control sample, but most important is
the fact that the deviations from the control sample are small. This indicates minimal etch-
induced degradation of surface region electrical properties. Schottky diode measurements
performed on GaAs samples etched under similar conditions using RIE also showed an
increase in n and a decrease in OB' but the increases in n were much larger than the results

reported here.2'8'9 This indicates that MIE results in less surface degradation than RIE.

Auger electron spectroscopy measurements were performed on SiC 14 etched samples to

determine the possible presence of etch gas residues. Figure 7 shows AES measurements on a
horizontal etche 1 surface. The surface is essentially residue free, with only the constituent Ga
and As atoms being observed. These residue free etched surfaces make magnetron reactive ion
etching of GaAs with SiC14 an attractive etching process for device fabrication. In contrast,

Stem, et a14, found several monolayers of chlorinated or oxidized Si present on GaAs layers
reactively ion etched in SiC 14 Figure 8 shows Auger measurements performed on the vertical

sidewalls of the magnetron ion etched sample of Figure 7. This data indicates the presence of
Si, C and 0 on the sidewalls, which could be responsible for the excellent anisotropic etching
properties of SiC 14 since this residue may prevent lateral chemical etching of sidewalls.
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Power Density Pressure Ideality Schottky Barrier
(watts / cm 2) (m Torr) Factor, n height,(DB ( eV)

Control 1.07 0.786
0.16 2 1.12 0.766
0.16 4 1.13 0.775
0.16 6 1.17 0.764
0.24 2 1.11 0.778
0.40 2 1.16 0.769

Table 1. Schottky diode measurements for GaAs samples etched for 2 minutes at 15 sccm
SiC14 flow rate.
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Figure 7. Auger electron spectroscopy measurements on GaAs horizontal surface etched for 2

minutes at 2 mTorr, 0.24 watts/cm 2, 15 sccm
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Figure 8. Auger electron spectroscopy measurement on GaAs vertical sidewall etched for 2
minutes at 2 mTorr, 0.24 watts/cm 2, 15 sccm.

b) CC12F2 etch gas

Figure 9 shows the etch rate as a function of power density and pressure for CC 12F2
with a flow rate of 20 sccm. The etch rate increases with an increase in applied power density
and a decrease in pressure. An increase in power density results in an increase in Cl atom
production similar to SiC 14 etching, leading to increased etch rates. Unlike SiC 14, however,
the etch rate for CC12F2 increases as the pressure is lowered. In the case of pure chemical
etching, a decrease in pressure would result in an etch rate decrease, since the production of
active chemical species diminishes due to less etch gas being available.

In Figure 9 at 0.4 watts/cm 2 , cathode bias voltage increased from 95 volts to 105 volts
as pressure was lowered from 20 mTorr to 10 mTorr. This results in an increase in ion
bombardment energies. Under these conditions, it appears that as pressure is lowered the
increase in the ion bombardment component of etching is a more dominant etch rate mechanism
than a possible decrease in the available reactant species. The net result is an increase in GaAs
etch rate with CCI 2F2 as pressure is lowered. We have reported previously 10 that x-ray
photoelectron spectroscopy (XPS) measurements reveal the presence of GaF 3 and other non-
stoichiometric (GaxFy) gallium fluorides on the surfaces of samples etched with CCI2F2 .
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Since gallium fluorides are relatively non-volatile, these etch product species may require
enhanced ion bombardment for their removal. Indeed, Klinger and Greene I1 have reported
that the removal of Ga in discharges containing fluorine occurs primarily by ion-assisted
desorption of GaF. radicals where x=l or 2. The etch rates reported here for MIE are

generally much higher than reported for RIE under similar conditions. 12

Figure 10 shows a scanning electron micrograph of a pattern etched for 30 minutes in 20
sccm of CCI2F 2 at 4 mTorr and a power density of 0.52 watts/cm 2. The etch mask consisted of
an array of nickel/titanium layers in the shape of squares 10 microns on a side. The etch depth
is approximately 5 microns. The etched surface is clean and very smooth. The sidewalls are
straight and exhibit negative undercutting, i.e., they slope away from the mask edge. This
negative undercut profile has been previously observed in RIE of GaAs with CC 122F2 , 1 1 and
could be due to the redeposition of surface material or formation of polymers on the sidewall as
the sample is etched. Negative undercut characteristics are desirable for the fabrication of via
hole connections for MIMIC applications, since they facilitate the subsequent sidewall
metallization step. For via hole connection applications, etch rates can be increased by using
higher power densities and through the addition of C 12 to the etch gas.

Figure 11 shows a TEM micrograph for an unpatterned GaAs sample etched for 4
minutes under the conditions of Figure 10. The surface morphology is extremely good, with
peak to valley distances along the surface of only about 9 nm. The defects are due to small
dislocation loops 2-4 nm in diameter which extend to a depth of about 70 nm below the etched
surface. Most of the defects are concentrated in the top 10 nm where the density is about
1010/cm 2; total defect count is lower than for RIE under similar etching conditions. 13 Also,
GaAs samples etched in CC12F2 using the RIE technique under similar conditions exhibit

rough surfaces 13 with peak to valley distances along the surface of 170-200 nm, more than an
order of magnitude rougher than for MIE. The defects extend to a distance of 220 nm into the
sample, much deeper than for MIE. The low damage in magnetron ion etching is due to the
reduced cathode dc bias. For example, the dc bias voltage for MIE under the etching
conditions of Figure 10 is 148 volts compared to 380 volts reported for RIE under similar
conditions. 13

Schottky diode measurements for GaAs samples etched in CCI 2F2 are shown in Table 2
for several values of pressure along with results for a control sample. Both the ideality factor
and Schottky barrier height increased slightly for the etched samples compared to the control
sample, indicating minimal etch-induced degradation of surface region electrical properties. For
RIE etched samples, n increases and OB decreases under etching, but the increase in n is

somewhat higher than the results reported here for MIE. 14

The increase in OB for the CC 1 2F2 etched samples reported here is atypital for etched
GaAs samples, since OB normally decreases upon etching. An explanation for this result is
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Figure 9. GaAs etch rate as a function of power density and pressure for 20 sccm CCI2F2 flow
rate.

Figure 10. Scanning electron micrograph of a patterned GaAs sample etched for 30 minutes at
4 mTorr ,0.52watts/cm 2 , 20 sccm CC12F2.
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Figure 11. Transmission electron micrograph of GaAs sample etched for 4 minutes at 4 mTorr,

0.52 watts/cm 2 , 20 sccm CC12F2.

Pressure Ideality Schottky Barrier
(m Torr) Factor, n height, 4 n ( eV)

CONTROL 1.12 0.747
2 1.12 0.816
4 1.14 0.792
10 1.12 0.772

Table 2. Schottky diode measurements for GaAs samples etched for 4 minutes, 0.31

watts/cm2 , 20 sccm CCI2F2.
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obtained from Auger electron spectroscopy measurements performed on a CC12 F2 etched
surface as shown in Figure 12. Carbon, fluorine, chlorine, and oxygen are seen on the surface
in addition to gallium and arsenic. These residual etch gas contaminants formed on the surface
could effectively be producing a metal-insulating layer-semiconductor structure instead of the
intended metal-semiconductor Schottky barrier diode. This thin insulating residue acts as an
additional tunneling barrier, resulting in an apparent increase in OB. Similar effects have been

seen for GaAs reactive ion etched in CF4 and CHF 3, 15 and also in CCI 2 F2 :02 mixtures. 13

These residues are strictly surface impurities, however, since they were easily removed by a
light sputtering step.

S4F

10

0 200 400 600 800 1000 1200 1400 1600 1800 2000

KINETIC ENERGY, 0Y

Figure 12. Auger electron spectroscopy measurement on GaAs horizontal surfaces etched for 4
minutes at 4 mTorr, 0.52 watts/cm 2, 20 sccm CCI2F2.
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CONCLUSIONS

Magnetron reactive ion etching has been found to produce higher etch rates, smoother
surfaces, and less wafer damage and electrical property degradation than standard
(unmagnetized) reactive ion etching. This relatively new plasma etching method has the
potential for being an important processing technique for the fabrication of GaAs devices for
Army applications.
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Introduction

Numerous power and propulsion systems involve liquid spray combustion. They
range in character from the u,,iquitous residential oil furnace, to diesel, turbine and powerful
rocket engipes. Perhaps the most exotic propulsion system utilizing liquid injection and spray
combustion is the regenerative liquid propellant gun (RLPG) which has been selected for
incorporation into the Army's Advanced Field Artillery System. The RLPG operates at
pressures at least an order of magnitude higher than other propulsion systems and achieves
combustion intensities as high as those produced by the Saturn V rocket. RLPG technology
has matured to the point where a fieldable 155 mm howitzer developed by General Electric
is routinely fired successfully, but technical issues remain.

One of these issues is the large, high-frequency pressure fluctuations produced in
virtually all RLPG systems developed to date.' Performance is little affected by these
fluctuations, but there is concern that they may have an adverse effect on projectile
components. Analysis of pressure fluctuations reveal that they have both coherent and
incoherent wave structure, with most of the energy stored in the incoherent waves. The
coherent waves, in most cases, relate to acoustic modes which depend on the global geometry
of the particular combustion chamber. In RLPGs the coherent waves have been associated
with transverse acoustic modes. (This is in contrast to the coherent waves encountered in
solid propellant guns which have been associated with lower frequency longitudinal modes.)
Engineering solutions, such as the use of a jet dispersion device in an experimental 30 mm
RLPG at the BRL,' have been imp!emented which reduce coherent fluctuations.' However,
the energy content of coherent modes is so small relative to the incoherent content that
overall pressure v. time traces are essentially unchanged.'

Considerable research effort has been devoted to identifying the mechanisms driving
incoherent pressure fluctuations in RLPGs, but conlusive answers have yet to be obtained.
It appears certain, however, that the mechanisms are to liquid atomization and gas dynamic
interactions in the highly turbulent combusting spray. This paper summarizes experiments
conducted at the BRL Spray Research Facility to elucidate jet break-up, atomization, and
combustion of liquid monopropellants through the use of imaging and spectroscopic
techniques. These studies demonstrate the importance of particulate and vortex burning for
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hydroxylammonium nitrate (HAN) based propellants at low gun pressures. Experiments with
LGP1898, a recently formulated HAN-based propellant,' are the first to provide information
regarding its performance during actual spray combustion. Finally, experiments with
nitromethane show that the dynamical behavior of a propellant spray will change as the
pressure and temperature in a gun chamber exceed supercritical values for the propellant.

Experimental Setup

Thc experimental facility employs techniques designed to overcome the high optical
density and particulate generation which prevents adequate visualization of spray phenomena
in a real gun chamber.'-" While studies of liquid atomization at high pressures are
routinely done elsewhere at room temperature, the BRL facility is unique in enabling such
studies at gas temperatures as high as 550"C. Thus, the facility provides controlled test
conditions for investigating liquid spray reactivity; i.e. evaporation, ignition, and combustion.

The experimental setup is shown schematically in Figure 1. Propellant is injected
upward into hot nitrogen delivered to the test chamber from a high pressure gas reservoir via
a particle bed heater. The test chamber is cylindrical with a 75 mm inside diameter. It has
four opposing rectangular sapphire windows with 97 mm x 32 mm apertures. Chamber
pressure is measured with a pressure transducer (Kistler, Model 607C) and the temperature
at the center of the chamber is measured with a 0.05 mm chromel/alumel thermocouple. For
the experiments reported here the propellant was typically injected into 500C, 33 MPa
nitrogen. These temperature and pressure conditions were the highest that could be reliably
sustained because the sapphire windows, though rated for 65 MPa service, were prone to
failure above 33 MPa.

The injector is a patented design based on a regenerative concept.' For the
experiments to be discussed the injector was loaded with 35 cc of propellant. Among the
propellants studied were LGP1845, LGP1898, the subcomponents HAN and TEAN, and
nitromethane. A small amount of water (0.5 to 0.7 cc) was loaded between the propellant
and the injection orifice to prevent the propellant from being ignited prior to injection by heat
transfer from the ambient gas. (Thus the injection of the buffer water preceded the actual
propellant injection.) Forty seven cc of water was also loaded "behind" the propellant to
flush the system after the propellant was injected. The two (water) buffer zones in the
injector were isolated from the propellant by traveling seals. In most tests propellants were
seeded with approximately 0.5 cc of a saturated nitrate salt solution to produce flame
enhancement and spectroscopic markers. Aqueous Sr(NO,)2, Ba(NO,)2, LiNO,, and NaNO,
solutions were tested for these purposes. Each is fully miscible with the HAN-based
propellants and it is considered that their impact on the combustion process is minimal.
Injector piston motion was monitored by a Wolff Hall-effect magnetic sensor, and by a
photodiode-based device from which the injection velocity could be calculated. In an attempt
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to achieve complete burning of the spray within the field of view, and to provide maximum
test duration, the propellant was injected through a small circular (0.5 mm diameter) orifice.
Tcsts utilizing a 1.0 mm diameter orifice were also conducted.

COPPER V. LASER

Ll L2

GAS RESERVOIR 
I P

Figure 1: Schematic of the Experimental Setup.

For visualization, both a color video camcorder (Quasar, Model VM-21) and a
high-speed framing camera (Photonic Systems, Photec IV) were used. A 10 watt copper
vapor laser (Oxford Lasers, Model CU10) served as a strobe. The laser pulses, which have
a duration of 25 ns, were synchronized to the framing rate of the Photec. The framing rate
was typically set to either 2000 or 5000 fps. The laser's 25 mm diameter beam was optically
steered to provide - 3 mm thick, planar light sheet that sliced the chamber volume
symmetrically along the cylinder axis and at 90 to the cameras.

Spectroscopic measurements were facilitated with an optical multichannel analyzer
(Princeton Instruments, Model ST-1000) coupled to a monochromator (ISA Instruments,
Model HR-20). Measurements were limited to recording emission spectra of the combustion
process. Scan rate (integration) cycles of 4 or 5 msec were used. A 150 groove/mm grating
was used to observe spectral ranges of approximat,.y 500 nm. A 600 groove/mm grating,
which resulted in a 125 nm spectral range, was used to obtain better wavelength resolution
of features identified in the 500 nm scans. The spectra were collected from a region
subtending a 25 mm circle of the spray approximately 50 mm downstream of the injector -
the region of highest flame intensity. A one meter long quartz fiber optic was used for light
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Image Digitization and Processing. Image analysis techniques were applied to better interpret
the cinematic data. To employ image analysis techniques it is first necessary to digitize the
cinematic records. This was accomplished by projecting the photographic images onto a
screen and recording the projection to a Super-VHS formatted tape via a professional video
camera (JVC, Model HZ-81 1) and a digital VCR (Panasonic, Model AG-1830). The white
balance feature of the video camera was used to correct the color bias of the projected image
caused by the deviation of the projector lamp output from "true white". ("True white" is
defined as I(R)=I(G)=I(B), where I(R), I(G), and I(B) are the intensity values of the NTSC
"red", "green", and "blue", respectively.) The video tape records were digitized with PC-AT
based frame grabbers to obtain 8-bit monochrome (Truevision, TARGA M8) or 24-bit color
(Truevision, ATVISTA) images. A PC-based software package (Jandel Scientific, JAVA)
was used for monochrome image analysis. The color image files were ported via a local area
network (Ethernet) to a Silicon Graphics Personal Iris 4D20E workstation for analysis.
Color image analysis was performed with a UNIX-based software package (G.W. Hannaway
and Associates, WHIP) which was further developed in house for the specific needs of this
study.

Results

Temperature and Pressure Profiles. A representative sample of chamber pressures and
temperatures versus time for HAN-based propellant tests is shown in Figure 2. The chamber
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Figure 2. Chamber Pressure and Temperatures v. Time for Selected Experiments.

pressure shown is an average from three LGP1845 tests. The LGP1845 gas temperature is
also an average of these three tests. In all tests, the thermocouple failed shortly after
injection. Injection takes place about one second after chamber pressurization. Of interest
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are the post-injection minimum temperatures and the subsequent rate of temperature rise.
This rate is a direct reflection of the reactivity of the given propellant and also indicates
flame propagation upstream and inward on the spray. The minimum temperatures are
influenced by a propellant's reactivity and its thermal properties. The quality of phase mixing
during the early injection period is also reflected in the minimum temperatures obtained. The
flameless HAN and TEAN sprays exhibit flat post-injection temperature profiles. The
post-injection temperature measured in the HAN test is well above the temperature at which
HAN starts to decompose. The post-injection temperature measured in the TEAN test is
relatively low, indicating that TEAN provides a greater heat sink to the chamber gas. Both
HAN and TEAN, used as monopropellants, release only a small fraction of the energy
produced by LGP1845 combustion. The temperature records of the LGPI1845 versus that of
the LGP1898 sprays clearly reveal the greater reactivity of the LGP1898 spray.

Spectroscopic Results. Emission spectra observed during an unseeded LGP 1845 test are
shown in Figure 3. Only OH A-X emission at 310 nm and Na 3s'S-3p2P (D-line) emission
at 589 nm are identifiableý. (Sodium is a propellant contaminant.) These transitions were
observed in all LGP1845 and LGP1898 tests. Line broadening of the Na D-line is
pronounced. The scan to scan variation in OH A-X emission in *tensity is attributable to
background level variations. A broad band of emission in the range of 350-550 nm is
apparent, but carriers for the signature could not be identified. No emission spectra were
detected in the HAN tests and no NO, fluorescence, induced via excitation by the copper
vapor laser, was detected in any of the experiments.
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Figure 3. Emission Spectra from Unseeded LGP1845 Spray Combustion.

It was hoped that seeding the propellants with Sr(NO,), or Ba(NO,), would produce
an excited state population distribution of the metal atoms which could be determined from
its visible emission spectra. This, coupled with color image analysis, would permit mapping
of flame temperatures. However, emission from these species was not observed. In addition
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to Na 3seS-3pVP transitions observed in all experiments, Li 2sVS-2plP transitions were observed
in experiments seeded with LiNO,. Unfortunately, the energy splitting in the upper state in
these transitions is insufficient for calculating flame temperature. The dominance of these
transitions in the emission spectra is used in processing the image though. as will be
discussed below.

Cinematic Observations. Sidelighting with the copper vapor laser strobe and seeding the
propellants with nitrate salts provided breakthroughs in the imaging of the sprays. Sidelit
photography produces better images than the more commonly used back-lit photography
because it reduces the problem of image degradation due to index of refraction variations.
Figure 4 shows a cinematic image of LGP1845 injection through a 1 mm diameter orifice
into 33 MPa, 500C nitrogen. Liquid boundaries appear clearly against the black background
in this figure. Seeding the propellants with nitrate salts created sufficient additional
combustion luminosity for flame to be recorded at the high framing rates necessary to capture
the spray dynamics. Figure 5 shows a cinematic image of LGP1898 injection through a 0.5
mm diameter orifice into 33 MPA, 500*C nitrogen. The detail of the combustion process
shown in the figure would not have been possible without seeding.

Figure 4. Combusting LGP1845 Spray with Laser Illumination.

The cinematic records reveal higher degrees of liquid turbulence, flame penetration,
and intensity in the LGP1898 spray than in the LGP1845 spray. The slow accumulation of
opaque gases in the chamber indicates the LGP1845 spray did not burn with optimum
efficiency. In contrast, decomposition products were not observed in the LGP1898 tests.
During the test flame occasionally advanced upstream in the spray as close as 10 mm from
the injector. The mechanisms of flame advance are of interest because such phenomena
could cause piston reversal in a RLPG, a potentially serious problem.

Figure 6 shows a cinematic image of the nitromethane inmjection through a 0.5 mm
diameter orifice into 33 MPa, 500'C nitrogen. These values are above nitromethane's critical
point (6 MPa, 314.8C). Nitromethane did not ignite at these conditions, but the dynamics
of the spray are distinctly different from those observed for HAN-based propellants. One
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noticeable difference is that there is little evidence for the generation of large droplets. The
global characteristics of the spray are also different. The divergence angle and penetration
distance are much smaller, and the liquid core and boundary fluctuate to a larger degree.
These results may have implications for HAN-based propellant spray dynamics in an RLPG
since the temperature and pressure reached during the injection cycle will presumably exceed
supercritical values for the propellant.

. ... .. . ' " . -..... - . ' .- . .

..: . . ., : : ... . .... ..

Figure 5. Combusting LGP1898 Spray w~thout Laser Illumination.

Figure 6. Nitromethane Spray with Laser Illumination.
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Image Processing and Analysis

Color image processing was useful for enhancing the details of images involving laser
illumination. The spectroscopic data show that the flame can be considered to have just two
wavelength components, the 589 nm emission line of sodium and the 670.7 nm emission line
of lithium. The copper vapor laser radiates at 510.6 nm and 578.2 nm with the 510.6 nm line
approximately twice as intense as the 578.2 nm line. Thus, the color images effectively result
from the combination of just four different wavelengths. From the published spectral
sensitivity curves for the high speed film (Kodak, Ektochrome 2253), the relative amounts
of I(R), I(G), and I(B) for unit exposure at these four wavelengths is shown in Table I.
These values indicate that the 510.6 nm laser line is the only color source which will
contribute to I(B). Likewise, I(R) will be predominantly due to emission from lithium and
sodium. Thus the color content provides a means of identifying contributions due to flame
and laser scatter from liquid in regions where these two processes are coincident.

Table I

RGB Sensitivity v. Selected Wavelengths for Unit Exposure
(Kodak Ektochrome 2253 High Speed Daylight Film)

Wavelength R G B
(nm)

510.6 0.5 6.1 5.9
578.2 1.6 15.1 <0.1
589.0 1.8 8.4 <0.1
670.7 27.5 <0.1 <0.1

It should be noted that the film color sensitivity data has only been established for
exposure times ranging from 10' to 10' seconds. Exposure durations outside this range
necessitate corrections for color biasing and/or f-stop. Since the film's exposure to flame is
controlled by the framing rate of the camera (<l0Y fps), this data should provide reasonable
values for analysis of flame. The film's exposure to laser scatter, however, is determined by
the length of laser pulses, i.e., 2.5x10' seconds. In order to establish sensitivity data for the
2.5x10W second exposure to laser scatter, images from experiments involving the injection of
HO were analyzed. For these experiments the image is produced solely by laser scatter. It
was found that the ratio I(B)/I(G) was close to 1:1.25, versus the 1:2 ratio calculated from
Table I.
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The deviation from the ratio calculated from the sensitivity data may also be due to
light scattering phenomena. The effective cross-section for light scattering from particles
change with their size and index of refraction in accordance with the Mie theory. For
particles of submicron size (Rayleigh) scattering efficiency is greater at shorter wavelengths.
Hence , for finely atomized sprays undergoing significant evaporation it is conceivable that
the 510.6 nm laser line is scattered more effectively than the 578.2 laser line. This would
result in an image with higher than expected blue content. On the other hand, the known
LGP1845 combustion intermediate NO, has an absorption cross-section which is much higher
at 510.6 nm than at 578.2 nm. Preferential absorption of the 510.6 nm line would tend to
lower the I(B)/I(G) ratio. Since it is not possible to quantitatively assess all the factors which
could affect the color balance, the current analysis focused on noise reduction and image
enhancement based on the simple process identification criteria noted above. That is, I(B)
is associated with laser scatter and I(R) is associated with flame emission.

Criteria to threshold the images for noise (reduction) was established by noting that
both emission from the combustion process and laser scatter produce images with I(G) values.
(See Table I.) By sampling background regions which should have been black
(I(R)=I(G)=I(B)--O), a threshold for true signal could be determined. Based on this approach
a pixel element was considered noise if I(G) was less than 50(/256), and I(R), I(G), and I(B)
were set equal to 0.

The next aspect of the analysis involved enhancing the details of gas-liquid
interactions. Because both flame emission and laser scatter produce images with I(G) values,
I(G) values do not provide information which delineates the combustion process from scatter
from the droplets. Therefore, it is not considered in processing the image. The ratio
I(R):I(B) is calculated to show relative contributions from flame emission and laser scatter.
The ratio is associated with a color in a user defined set with typically up to 8 or 9 colors.
The I(R), I(G), and I(B) values of each color in this set was chosen in a systematic way to
provide the best detail of the gas (flame) - liquid interactions. Figure 7 shows a processed
version of Figure 4. The dynamic processes are analyzed by running the processed images
in an animation. The results support observations from the raw cinematic images regarding
the importance of vortex and particulate burning.

Figure 7. Image Processed Version of Figure 4.
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Test sequences taken in the absence of external (laser) illumination, such as shown
in Figure 5, were analyzed as monochrome images to quantitatively establish the intensity and
extent of combustion. Intensity histograms of consecutive cinematic frames (Figure 7)
provide a temporal profile of this information. The gray level in the histograms correlates
with flame intensity and has a dynamic range from 0 (total darkness) to 256 (CCD element
saturation). The number of pixels per gray level range is proportional to the projected area
of the corresponding luminosity level. Such histograms provide the potential to correlate
"combustion noise" with pressure fluctuations, but fluctuations were not observed during any
of the experiments. It has been observed that pressure fluctuations in RLPGs tend to onset
at pressures greater than 60 MPa. Thus the current experimental apparatus may be incapable
of achieving the conditions which lead to pressure fluctuations in a RLPG. The experiments
with nitromethane were the first attempt to use a simulant which would behave in the
experimental chamber like HAN-based propellants behave in a RLPG. Though the
nitromethane experiment was informative, a simulant which will ignite is desired. Other
approaches along this line are being investigated.

,6

Z Gq

14 h

Figure 8. Intensity Histogram of Combusting LGP1898 Spray

Conclusions

Experimental techniques have been developed which facilitate the imaging of
combusting liquid propellant sprays at low gun pressures. Novel chamber design, laser-
strobed sidelit photography, and propellant seeding have resulted in excellent visualization
of reacting sprays. The experimental results, coupled with image processing and analysis
techniques confirm the assertion that particulate and vortex burning are salient mechanisms
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in (R)LPG spray combustion. The results also support the proposition that the use of
LGP1898 may reduce reactant accumulation during the early stage of the combustion process.
This could result in reduced pressure fluctuations. Finally, experiments with nitromethane
show that the dynamical behavior of the spray will change as the ambient temperature and
pressure exceed the critical point of the propellant.
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Multifractal Analysis of Chaotic Point Sets
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INTRODUCTION

Many important physical systems1 exhibit highly unstable or chaotic
behavior. Traditional methods for treating such systems have been linearization
and stability analysis. It is generally acknowledged that non-linear systems exhibit
important features that cannot be understood, controlled, or exploited without
addressing their behavior in a non-linear form. Thus, techniques are being
developed to model and analyze such complex systems. The approach entails
the analysis of complicated structures that exhibit fractal geometry. Fractal
parameters describe how the length, area, and/or density of an object varies with
scale and may provide quantitative measures of the complex structures that occur
in nature. To optimally exploit fractal perspectives, quantitative techniques for
measurement of fractal properties are evolving. In this paper, qualitative and
quantitative techniques are applied to elucidate the fractal structure of the strange
attractors that govern the evolution of symmetric chaos in some model systems.

BACKGROUND

The qualitative features of the time evolution of many physical systems are
embodied in the solutions to equations of the form:

k(t) = F(x(t), a, b, . . .) (la)

where a, b, etc. are parameters and x c Rn. The function F determines, in
principle, the non-linear evolution of the system. In practice, the behavior of
non-linear dynamical systems is quite complex, and the solutions to Eq. (1 a) (i.e.,
the trajectories x(t)) are frequently extremely sensitive to small changes in initial
conditions or the system parameters. Equation (1 a) is a continuous time
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description of the dynamical system, however, such systems are generally treated
in terms of difference equations or discrete time mappings of the form

x(n+l) = F(x(n) , x(n-1) , ... , a, b, ... ) (1b)

The motion of non-linear systems, governed by Eq. (1 b), may be
unbounded or may settle down after an initial "transient" to a subset of R" called
an attractor. The motion of such systems can be characterized by their attractors
rather than by specific trajectories. The attractors of non-linear dynamical systems
fall into two categories:

i. Periodic attractors. When an attractor comprises a finite set of points
(that are visited in sequence), the motion of the system is periodic and one refers
to a periodic attractor. If the number of points is N, it is called a period N
attractor.

ii. Chaotic attractors. When an attractor contains an infinite set of points,
the motion of the system is called "chaos," trajectories are called "chaotic," and
one refers to "strange attractors" or "chaotic attractors." Strange attractors have
fractal structure.

The attractors studied here describe the dynamics of an important subset of
chaotic systems: symmetric chaotic mappings in E2 , which were qualitatively
characterized by Field and Golubitsky2 . In particular, we focus our efforts on the
quantitative determination of the fractal parameters that characterize the attractors
of mappings, which transform from Dn to Z, symmetry as a parameter is changed.
Field and Golubitsky2 referred to the motion of non-linear systems, whose
attractors were invariant with respect to such symmetry groups, as "symmetric
chaos."

Box-counting algorithms for fractal analysis are based on a statistical
description of the variation with scale of the distribution of "mass" of a fractal set.
We employ a box-counting technique to extract the fractal parameters that
characterize the attractors of four systems exhibiting symmetric chaos.

APPROACH

The attractors of the polynomial mappings determined by iteration of

z - (A. + a Iz1 2 + BRe(zn) + i (a)z + y (Z)n- 1  (2)
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where z c• , and A, a, B, y, and n are real constants, have D, symmetry for w=0,
and Z, symmetry for I a) I >0. Field and Golubitsky2 recently discussed
qualitative techniques for analyzing the attractors of polynomial mappings.

The nature of the attractors of Eq. (2) is elucidated by generating graphical
representations of their structure, similar to those of Ref. 2, and by fractal analysis.

The purpose of the graphical representations is to visually illustrate the
chaotic structure and symmetry of the attractors studied. Although a number of
subtle decisions must be made in such representations, only standard techniques
are employed.

The fractal analysis provides quantitative measures of the attractor
structures. The fractal analysis employs the agglomeration box-counting (ABC)
algorithm of Meisel, Johnson, and Cote3. ABC is especially suitable for analysis of
large point sets.

Since the ABC algorithm is not a standard procedure, we outline the
technique here. ABC employs a set of hypercubes (boxes) of linear dimension E
to cover a subset of the fractal set. For each E, the partition function

Z(q;E) = Epiq(E) (3)
i

is computed for a range of the descriptive index q, and pi(E) is the occupation
probability for the ith box of side E. The partition function is related to the
Hentschel and Procaccia4'" fractal dimension D(q) by the scaling relationship:

Z(q;E) - E(q- 1)D(q) (4)

where D(q) is a generalization of the Mandelbrot fractal dimension6 . At q=0, D(q)
reduces to the standard Mandelbrot fractal dimension. If D(q) is non-integer and
invariant, the set is monofractal. If D(q) varies with q, it is said to be multifractal.

The essential steps in applying ABC are:

i. Define a set of elementary boxes for the given point set S, such that the
elementary boxes have edge lengths,

E(H,K,M,...)=E 0 /(2H 3K 5M...)

where H, K, M, ... are integers, and E. is to be the largest box edge length in the
set.
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ii. Compute (measure, etc.) and store the occupation numbers (integers)
n1(E(H,K,M,...)) for the elementary boxes. (The probabilities p1(E)=n1(E)/N need not
be stored.)

iii. For each h c {0,1,...,H}, k c {0,1,...,K}, m c {0,1,...,M}, ... define sets of
boxes of edge length

E(h,k,m,...)=E 0 /(2h 3k 5m...),

which also cover the point set and contain integer numbers of elementary boxes.

a. Compute the occupation numbers ni(E(h,k,m,...)) for each box by
summing the occupation numbers in the elementary boxes
contained.

b. For a representative set of q values, compute Z(q,E(h,k,m,...)) from
Eq. (3).

iv. For each q value, compute D(q) by least squares fitting of a straight line
to ln(Z(q,E(h,k,m,...))/(q-1) vs ln(E(h,k,m,...)) as follows from Eq. (4). In
applications, the elementary box size must be large enough to contain a
"substantial number" of members of the set, and the largest boxes included in the
fit must be smaller than the extent of the point set. (Special techniques are
required for q= 1, but D(q) is a smooth function of q in any case.)

ABC has been tested on Euclidean point sets and simple monofractal and
multifractal constructs for which analytic values of D(q) could be computed. Worst
case results were within 5 percent of the analytic values for qtO and N= 107 for
the cases studied in Ref. 3. Reliable values of D(q) were not obtained employing
ABC (or conventional box-counting 4) for q<O; therefore, D(q) for q<O are not
reported here.

RESULTS

Results are presented for four classes of symmetric chaotic mappings
based on Eq. (2): Figures 1 and 2 pertain to attractors having 3-fold symmetry
(i.e., D3 and Z3 symmetry), Fig. 3 to attractors having 6-fold symmetry, and Fig. 4
to attractors having 16-fold symmetry.
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For each class of mappings defined by a specific choice of A, a, B, y, and
n, attractors were generated based on 107 iterations of Eq. (2) for w values starting
from 0 and stepping by 0.01 over the range for which the motion is bounded.
Smaller changes of o were taken in "interesting" ranges. Toe parameter set
defining each class of mappings is given in the captions of the a-parts of each
figure. (The A, a, B, y, and n parameter sets were chosen to match the Field and
Golubitsky2 D, mappings.)

Two-dimensional images of subsets of the attractors (generated for 0=0
and selected other values of o), which were formed using the density of the
attractor mapping as an index to a gray scale using a technique similar to Field
and Golubitsky2 , are shown for each case. The attractors are depicted in square
regions whose corners are at (-2, -2) and (2, 2) for the 3-fold mappings and (-1,-1)
and (1,1) for the others. Each image is based upon 768x768 pixels shaded
according to number of hits modulo 512.

Three-dimensional images, in which the smoothed density of the attractor is
the third coordinate, are shown for the 6- and 16-fold symmetric attractors to
enhance visualization. Although a more faithful representation was obtained prior
to smoothing, unsmoothed density is not shown because the rapid (chaotic)
density variations were difficult to interpret.

Graphs of the Hentschel-Procaccia 5 generalized fractal dimension D(q) (for
q=0, 2, 5, and 9) vs w over the range for which chaotic attractors exist and D(q)
vs q for the w values corresponding to the chaotic attractor images are shown for
all cases.

For all the mappings presented:

i. For w> 1, unbounded motion results.

ii. For o< 1,

a. a range of values of w for which periodic orbits, possibly
comprising parts of period doubling cascades with decreasing W,
was found;

b. chaotic attractors were found for a range of positive w extending
from 0;
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c. dramatic changes in the structure of the attractors with varying w
were apparent in their two- and three-dimensional images.

D(0) is essentially invariant under changes in w except for the mappings of
Fig. 1; however, D(q) exhibits substantial non-monotonic variation with (0 over the
chaotic range for all classes of mappings studied.

The 3-fold symmetric mappings of Figs. 1 and 2 are most interesting:

The mappings of Fig. 1 yield a single basin of attraction at small (0 that
fissions into three symmetrically disposed sub-basins of attraction for w near 0.33.
Near the "critical point" one passes through a "periodic window." An enhanced
rendering (i.e., each point is rendered as a small circle) of one of the three period
8 sub-attractors in the periodic window at w)=0.338500... is shown. An image of a
corresponding chaotic sub-attractor at w==0.39 is also shown. The full attractors
in the three sub-basin range have Z3 symmetry. However, the motion of the
dynamical system would be confined to one of the sub-basins of attraction and
would not have Z3 symmetry. Searches based on changes in w of 0.001 did not
yield periodic orbits with a period other than 8 (=23) in the window. (Although the
ABC algorithm yielded values as large as 0.06, D(q) values are shown as 0.00 for
w in the strictly periodic windows in Figs. 1 and 2.)

The mappings of Fig. 2 yield a single basin of attraction or unbounded
orbits for almost all wo. Two strictly periodic windows were found, and their
attractors are shown. The window at w=0.06 contains a period 2 attractor in the
midst of a one basin chaotic range of w. The window at w=0.12 contains a
period 39 (=3*13) attractor, which has Z symmetry, but the factor of 13 is
puzzling. The window at o)=0.28 contains a quasi-period 12 attractor, which has
Z3 symmetry, but is not strictly periodic even after 106 iterations. The ABC
algorithm yields values of D(q) greater than 0.30 in accord with the apparent
chaotic nature of the attractor for w=0.28.

The mappings of Figs. 3 and 4 yield substantial variations in structure and
multifractal D(q) with w. Although prominent dips were apparent in D(q) near
specific values of wo, no periodic windows were discovered searching via steps of
0.001 in o) near those dips.

CONCLUSIONS

The results presented in Figs. 1 through 4 comprise a qualitative and
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quantitative solution (except for the possible omission of some narrow periodic
windows) of the non-linear problems defined. One needs both approaches to
characterize the dynamics.

Even the simplest non-linear dynamical systems exhibit unexpectedly
complex behavior. Indeed, even in retrospect, it seems impossible to deduce the
complex form of the symmetric chaotic attractors or the diversity of D(q) vs q for
representative w-values, such as those illustrated in Figs. 1 through 4, by analysis
of the form of the mappings of Eq. (2).

The nature of the change in symmetry from D, to Z, is generally not
reflected in the Mandelbrot fractal dimension D(0), but it is manifested in changes
of the Hentschel and Procaccia3 4'5 generalized fractal dimension D(q). Thus, both
qualitative and multifractal characterization of the attractors of non-linear systems
of interest are recommended.
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CD-0.00 (o-0.26
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Figure la. Attractor with n=3; A=1.56; a=-1.0; B=0.1; y=-0.82.
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(0=0.0 (o-0.03 ov=O.06
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Figure 2a. Attractor with n=3; A=-2.38; a=1.0; B=0.0; y=0.1.
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Figure 1 b. Fractal analysis of the attractors depicted in Fig. 1 a.
(D is non-increasing in q and for all attractors D(w) are shown
for q={0,2,5,9}.)
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Figure 2b. Fractal analysis of the attractors depicted in Fig. 2a.
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co-O. 13 (o-0.25

Figure 3a. Attractor with n=6; A-2.7; a=5.0; B=2.0; y=1.0.
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Figure 3b. Three-dimensional representation of attractor in 3a.
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Figure 4a. Attractor with n=16; A=2.39; a=-2.5; B=-0.1; V=0.9.
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co=0.00 co-O. 12
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Figure 4b. Three-dimensional representation of attractor in 4a.
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Figure 3c. Fractal analysis of the attractors depicted in Figs. 3a and 3b.
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Figure 4c. Fractal analysis of the attractors depicted in Figs. 4a and 4b.
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ABSTRACT

Passive microwave (33.6 GHz) and synthetic aperture radar (C-,L- and P-
band) images of ice covered rivers and lakes can provide information on
types and distribution of river and lake ice needed for studying river ice
processes and dynamics, and monitoring ice during winter. Visible and IR
remote sensing systems do not provide ccmparable data and are hindered by
darkness and cloud cover often encountered in northern regions. Our study
has resulted in several findings that will be useful for imagery analysts:
active radar systems provide the capability to distinguish rough-textured
fran smooth-ice covers, zones of variable ice surface roughness within
rough ice fields can be differentiated, C- and LI-band data are more
sensitive than P-band to the range of surface roughnesses encountered, and
polarization synthesis and signatures provide a way to improve contrast of
ice features on radar imagery. Ka-band passive microwave systems allow the
differentiation of wet versus dry snow conditions; open water in ice
covered rivers and lakes; and campacted areas in depth hoar snowpacks.
Possible applications of these results include location of river bridging
sites, dangerous thin-ice zones, packed-snow trails, and preferential water
supply points.

INwRODLION

Passive and active microwave sensors provide a tool for monitoring
river and lake ice conditiuns. The larger area coverage afforded by
airborne and spaceborne sensors provides a means of extrapolating known
site conditions over long river reaches or lake surfaces. Unlike visible
and short wavelength infrared, microwave systems are capable of sensing
both through cloud cover and in darkness. Microwave sensitivity to surface
roughness, volume inhoKgeneities and dielectric properties of materials
provides advantages for sensing conditions in ice/water environments.
Active radar systems, for example, have been used to distinguish areas of
freshwater lakes that were frozen azmpletely to the bed frol those that
were not based on the strength of radar backscatter (1). Investigations
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using passive microwave systems over freshwater lake ice have shown that
shorter wavelength (.81 an) radiometers are better suited for gathering
ý,iformation about the upper layers of ice and snow on the surface, while
longer wavelengths (6 an) may sense conditions involving the entire ice
thickness (2).

The study objective is to obtain a better understanding of active and
passive microwave signatures created by freshwater ice conditions. This
information is needed in order to utilize current and future data sources
fully. Current airborne passive microwave systems can provide adequate
spatial resolution needed in river and small lake environments; however,
this type of data is not widely available and its applications to
freshwater ice studies have not been fully explored. The airborne
synthetic aperture radar (AIRSAR) system used in this study is being
developed and tested by NASA and the Jet Propulsion Laboratory (JPL) (3).
The AIRSAR provides an opportunity to compare river and lake ice signatures
on coincident images of three frequencies (C-, L- and P-band) and four
polarizations (HH, HV, W and VH) ; the first H or V corresponding to send
polarization and the second H or V the receive polarization. Images can be
synthesized from the data for any desired polarization orientation and
ellipticity (3). Recent launches of SAR systems on space platforms include
the European Space Agency's ERS-I and Japan's ERS-I; proposed launches
include Canada's Radarsat, the United States' Shuttle Imaging Radar and BOS
platforms. The AIRSAR's polarimetric capability places it among the more
advanced radar systems such as those planned for the United States' Shuttle
Imaging Radar and EOS platforms. Our study is timely considering the
increasing availability of SAR imagery, and to a larger user community.

BACKOJND AND METHODS

During March 1988, images from both passive and active microwave
systems were acquired over the Tanana River Valley in and near Fairbanks,
Alaska. The two airborne system flown were the NASA/JPL AIRSAR aboard a
NASA DC-8 and the Naval Ocean Research and Development Activity (NORDA) Ka-
band Radiametric Mapping System (KIMS) aboard a Navy RP-3. CRREL field
teams obtained extensive ground and aerial observations and measurements at
a variety of river sites and at Harding Lake for use in interpreting image
patterns. Aerial observations, photographs and videotapes were taken to
document regional conditions. Field observation and measurements were made
to determine site-specific conditions.

The study area lies within the discontinuous permafrost zone of the
interior of Alaska, about 160 km south of the Arctic Circle. The average
annual tenperature in Fairbanks is -30 C and precipitation averages 25.4 to
55.9 an, including 76 to 152 an of snow per year (4). The Tanana River
changes from a braided river with unstable bars, multiple channels and a
predominantly gravel bed upstream of Fairbanks to an anastomosing river
with several main channels separated by stable vegetated islands and a sand
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bed downstream of Fairbanks (5). Width of the active floodplain ranges
from 610 to 2130 m. Mean monthly discharge in March was 161 mi/s, the
lowest discharge during the 1988 water year. Harding Take is roughly
circular in shape has a surface area of about 10 km2 and an elevation of
220 km above sea level.

SENSOR CHARACTERISTICS

The ability to distinguish freshwater ice and snow conditions on
microwave imagery depends on the characteristics of the sensor system and
the pkhysical properties of the materials being sensed. Passive systems
measure naturally emitted radiation in terms of brightness temperature
(Tb), which is the product of the physical temperature (To) ot an object
and its emissivity (E) at the wavelength being sensed, (Tb = ETo). The
ability to distinguish freshwater ice conditions in an environment, where
physical temperatures vary little depends largely on differences in
emissivity. For example, smooth, open water surfaces have a very low
emissivity, resulting in the coldest brightness tenperatures in a scene
while wet snow is highly emissive, resulting in a much warmer signature.
Active radar systems do not rely on naturally emitted radiation, but
transmit energy of a given frequency and then record the magnitude of radar
backscatter. Where surfaces are rough, relative to the wavelength, strong
backscatter results. In contrast, low backscatter occurs where transmitted
energy reflects specularly off of smooth air-water, air-ice and ice-water
interfaces. The images constructed from brightness temperature or
backscatter measurements display patterns and tonal variations that may be
correlated with known site conditions.

The K.-band Radicmetric Mapping System (KRMS) is an airborne passive
microwave imager that operates at a center frequency of 33.6 GHz. K;MS
image data has been extensively used in polar ice research to distinguish
ocean surface types such as open water, first year ice and multi-year ice
(6,7). The imagery and analyses presented here sununarize the first use of
the KRMS for analysis of freshwater ice conditions (8). The sensor was
flown at an altitude of 1524 m, resulting in an image width of 3.6 km. The
angle of incidence along a scanline varies from 500 at the outer edges of
the image to 00 at nadir, along the center-line of the image.

The NASA/JPL AIRSAR is capable of collecting three frequencies and
four polarizations simultaneously, yielding twelve co-registered radar
images during each flight. The image data were processed by JPL to a
st-" 4ard caupressed four-look format. The compression algorithm spatially
aver4 jes four adjacent pixels to reduce speckle variance (3, 9). Data were
collected over a swath width of roughly 8 km, with the incidence angle
across the swath varying between 22.5 to 52.5 degrees. Pixel resolutions
are approximately 10 m.
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RESULTS

Image interpretations are organized by those observed on rivers and
those observed on lakes and by passive versus active systems. The passive
microwave system, operating at 33.6 (GLz (.89 an) was sensitive to
characteristics of the snow cover. KRMS image interpretations are thus
primarily related to the presence or absence of snow, variation in snow
grain size, snow wetness and occurrence of open water. The active radar
system at longer wavelengths (5.7, 24, and 68.4 an) was less affected by
snow conditions and more affected by smooth and level versus rough or
inclined surfaces.

Kp-band Radicmetric Mapping System (passive microwave)
River Patterns

Ice jams: Freeze-up ice jams on the Tanana River are not readily
distinguished from smooth, level ice on the K;MS images (Fig. 1). Active
radar provided a superior ability to distinguish ice jams.

Hardpacked snow trails: Radiometrically warmer (dark) lines, faint
across the ice jams, and more pronounced along the river (Fig. 1) are
snowmobile, dogsled and our SUSV (Small Unit Support Vehicle) trails.
Detection of the trails may be explained by compaction of the depth hoar
into a hardpacked fine grained snow. The hardpacked snow appears
radiometrically warm (dark) compared to undisturbed depth hoar snow. The
large hoar crystals scatter microwave emissions (10,11) resulting in
radiometrically colder (lighter) signatures for uncompacted depth hoar.
Depth hoar crystals ranged generally from 1 to 12 mm in size, with an
occasional columnar crystal as long as 20 nmn near the base of the pack.
Snow densities were as low as 0.15 g/cm3 in undisturbed depth hoar. The
density of compacted snow on a 4 m wide trail traveled by snowmobiles was
0.46 g/cm3 in the top 7 cm and 0.33 g/cm3 in the bottom 6 ca.

Open leads: The low emissivity of the smooth water surface compared
to the snow or ice surfaces makes open water readily detectable on KRmS
imagery. Radiometrically cold (light tone) open water is seen on the Chena
River in Fairbanks, and in open leads on the Tanana River. Observations
from bridges at Cushman Street and Old Steese Highway showed the
radiometrically warm (dark) reach on the Ciena River (Fig. 2) to be well
traveled hardpacked snow over ice. The radiometrically cold (light tone)
reach at Grant Street, Peger Road and University Avenue was open water
bordered by snow-covered ice. The open lead on the Tanana River (Fig. 3)
is in the vicinity of Delta and Clear Creeks southeast of Harding Lake.
The open water signature is so distinct on KRMS images that automated
classification using simple level slicing routines could be used to map it.

Wet Overflows: The low emissivity of a water surface may also result
in radiometrically cold signatures for puddles of water on the ice. The
second flight of the KIMS on March 11, followed two days of unseasonably
warm weather with daily mean temperatures above freezing. Air temperatures
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Fig. 1. KRMS image of ice jam Fig. 2. Open water (1) and
at the Tanana and Chena rivers hardpacked sncw over ice (2)
confluence. on the Chena R. in Fairbanks.

24

Fig. 3. Open lead on the Tanana Fig. 4. Potential overflow on
River southeast of Harding Lake the Tanana River southeast of
near Delta Creek. Harding lake, near Little Delta R.
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at the time of the March 11 flight were around 6.70 C. A feature that
appears on the March 11 image (Fig. 4) but is absent on the March 8 image
may be related to overflow of tributary streams or upflow through cracks
due to a rise in river stage. Brightness temperatures of this feature
approach that of open water, suggesting water overflow onto the ice
surface. Unfortunately, we have no ground verification or video coverage
of this feature.

lake Patterns
Snow wetness: A ccparison of images of Harding Lake acquired on

March 8 and 11 show an overall increase of brightness temperature and
decrease in image detail between the two dates (Fig. 5). Snow wetness was
low or absent on March 8 and very high on March 11 in response to air
temperatures at the time of overflight of 00 C and 6.70 C, respectively.
Increased emission due to moisture in the snow results in increased
brightness temperature and a darker image tone on the second flight date.

Fractures: The number and arrangement of the radiometrically warm
(dark) linear features on the March 8 image of Harding Lake (Fig. 5)
suggest that they originated over fractures in the ice cover. Ground
observations and aerial videos were used to correlate these linear features
with white snow ice superimposed on lake ice. The observations suggested
that water had seeped through the fractures and wetted the overlying snow.
A linear snow ice feature observed in the field was roughly 60 m wide, and
lacked significant snow cover. The linear snow ice features are
radiometrically warmer (darker), presumably because the melted, refrozen
snow scatters less energy than the depth hoar over the surrounding snow-
covered ice (8). The fracture patterns are less prominent on the second
flight date when increased emission by the wet snow more closely matched
the emission of the linear snow ice above the fractures (8).

Fig. 5. Harding Lake KMS images of March 8 (left) when fracture patterns
are apparent and March 11 (right) when the snow is wet.
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7q

av

Fig. 6. NASAJPL AnFlMA image (L- and C-barx] cxztposite), 13 March 1988;
ice jamls (1), longitudinal patterns (2), smooth river ice (3), river bed
and bars (4), open lead (5), brash ice (6), vegetated islands (7), anid
smooth lake ice (8). The Fairbanks International Airport is the large dark
feature in the upper right portion of the image.
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NAWJPL AIRS (active radar)
River patterns

Ice j ams: Obvious patterns on the SAR images of the Tanana River (Fig.
6, items la and Ib) are light (high backscatter) channel reaches within the
relatively dark toned (low backscatter) floodplain. The high backscatter
areas correspond to frazil ice floe accumulations that developed during
freeze-up (Fig. 7); we refer to these frozen and snow covered frazil floe
accumulations as ice jams. Within the ice jams shown on the ccmposite C-
and L-band image (Fig. 6, items la and Ib), the lightest (highest
backscatter) portions are the downstream ends. The tone along the jams
darkens in the upstream direction because the surface roughness (due to
packing density, size of ice fragments or concentration) within the jams
typically decreased upstream, resulting in less backscatter. Typical root-
mean-square roughnesses in the ice jams were 4 cm for the snow surface and
10 an for the ice surface. Root-mean-square roughness measurements at the
downstream end of the southern ice jam (Fig. 6, item ib) were 7 an for the
snow and 19 can for the ice. An aerial video frame of the northern ice jam
on 3 November, 1988 (Fig. 7) shows a gradation in ice fragment
concentration along the accumulation prior to freeze-up. A photograph of
this northern ice jam in March (Fig. 8) shows a moderately rough surface.

The longitudinal, linear, light (high backscatter) features within the
jams (Fig. 6, item 2) probably delineate the main flow channel below the
ice cover. The ice surface here may be rougher than along the channel
margins because higher forces in the middle of the channel after 3 November
(Fig. 7), may have resulted in thicker and rougher accumulations there.

Ground electrical conductivity measurements (12) we made across the river
channel just downstream of and through the middle of the northern ice jam
suggest that the main channel is in the location indicated by the linear,
high backscatter features.

. W

Fig. 7. An ice floe accumulation Fig. 8. The ice jam surface
at the northern jam site on at the northern jam site in
3 November 1987. early March 1988.
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Ice thickness in the smooth ice section downstream of the southern jam
ranged from 51 to 76 ca and consisted predominantly of columnar ice over
congealed frazil. The smooth ice downstream of the northern ice jam ranged
from 35 to 69 can and consisted primarily of columnar ice. Thickness of the
rough ice at the southern ice jam, which consisted of congealed frazil with
some columnar ice, ranged from 99 to 112 ca.

Smooth ice: Dark image patterns (low backscatter) within the Tanana
and Chena rivers are formed by unjammed ice with a smooth, level surface
(Fig. 6, item 3) such as occurs downstream of the two ice jams. Mc...y of
the lakes adjacent to the Tanana and Chena rivers occur in old gravel
borrow pits and have surface areas of less than 10 acres. Most of these
lakes appear dark on the SAR images (Fig. 6, item 8) and are difficult to
discern from the surrounding abandoned river bed.

Open water: A dark linear pattern (low backscatter) within the Tanana
River (Fig. 6, item 5) corresponds to an open water lead. Open leads were
observed at numerous points along the river between Fairbanks and Harding
Lake during the aerial reconnaissance.

Snow: Although the snow was substantially wetter on 13 March than on
19 March, differences due to the snow patterns on the images are subtle.
Channel patterns and drainage ways in undeveloped, tree-covered areas of
the Tanana River floodplain are more distinct in images acquired during
thaw conditions. The contrast between the vegetated islands and the
unvegetated bars of the Tanana River is also greater during thaw
conditions. Dielectric changes in the ti e trunks and canopy are thought
to be the primary cause of the increased o-ntrast between vegetated and
unvegetated areas during the thaw; a concurrent study in the same flight
path (13) described substantial increase in backscatter from forested areas
during the warm flight date.

River bed and bars: The river bars and exposed river bed show up as
mottled dark areas with variable light and dark tones caused by the
irregular surface, scattered vegetation and ephemeral channels (Fig. 6,
item 4). Some of the bars and exposed bed have light-toned lines within
them on the SAR images that are likely scarps less than 0.3 to 1 m high
which border these old channels.

Band and Polarization Comparisons

Conposite multi-band and multi-polarization images (Fig. 6) will not
always be available to the image analyst. The relative sensitivities of
single band (C, L and P) co-polarized (HH,W) and cross-polarized (HV,VH)
radar configurations were compared (14) and are summarized here for
discerning ice jam features. The single band and polarization images (Fig.
9) were synthesized from compressed Stokes matrix data provided by JPL (9,
16) and are uncalibrated.

Contrast with snow-covered river bed: The ice jams could adequately
be distinguished from the surrounding snow-covered river floodplain on C-
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and L-band co- and cross-polarization images but not on P-band images. The
ice jam surfaces were not rough relative to the longer wavelength (68 an),
resulting in low contrast between the jams and other floodplain features on
the P-band images. This is especially the case for the P-band cross-
polarization image.

Contrast with tree-covered areas: The ability to distinguish the ice
jams from the tree-covered areas along the river varies with wavelength,
polarization and freeze or thaw conditions. Here we compare P-and L-band
data (Fig. 9a) on the warm day (13 March), L- and C-band data (Fig. 9b) on
the cold day (19 March), and warm and cold day L-band data.

On the cold day delineation of the boundary between tree-cavered areas
and ice jams was easiest on C-band co-polarization images, on which
backscatter from the ice jams was stronger than from the tree-covered
areas. On the L-band images backscatter from the tree-covered areas and
ice jams was more similar; the W image provided the best contra-sting
polarization.

On the warm day delineation of the boundary between the ice jams and
the tree-covered areas was most satisfying on cross-polarization L-band
(VH) images where backscatter from the tree-covered areas was stronger than
from the jammed ice and the ice jams were discernible. On co- and cross-
polarization P-band images high backscatter from the tree-covered areas
contrasts well with low backscatter from the entire floodplain but the ice
jams were not discernible.

Increased tI-band backscatter from the tree-cavered areas on the warm
day (13) had a significant effect on our ability to delineate the trees
from the ice jams. On co-polarization images the delineation was easier on
the cold day; on cross-polarization images the delineation was easier on
the warm day.

Linear longitudinal features: Ability to distinguish the linear
longitudinal features within the ice jams varies with wavelength and radar
look direction. The features are not apparent on the P- or C-band images
but are apparent on ti-band images on both the warm and cold days.

The orientation of a longitudinal feature relative to the radar look
angle is more inportant for the cross-polarization than for the co-
polarization ti-band images. The longitudinal feature in the northern ice
jam is nearly parallel with the radar look direction while the longitudinal
feature in the southern jam is at an oblique angle (450). Both
longitudinal features are apparent on co-polarization images but only the
obliquely angled feature is apparent on the cross-polarization image.

Gradation in Backscatter: The C-band cross-polarization (HV) image
(Fig. 9b) shows the most sensitivity to the gradation in roughness along
the ice jams. The decrease in backscatter in the upstream direction may be
related to a gradation in fragment concentration or packing density (Fig.
7) resulting in reduced surface roughness in the upstream direction.
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Fig. 9a. P- and Li-barnl, HH-, W- ard WI-polarization images of two ice
jams near the Tanana and Ctaena rivers confluence on 13 March.
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Fig. 9b. Lr- ard c-bard, Ofi-, W- and VH-polarization images of two ice
jams near teTanana and Chena rivers confluence on 19 Mrh
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Using Polarimetry to Increase Contrast

Polarimetric processing of AIRSAR data allows the synthesis of images
that maximize contrast of surface types by chose of ellipticities and
orientations for which polarimetric signatures (15) of two surface types
differ the most. In order to study river ice on SAR images it is important
to distinguish the ice flow accumulations from the surrounding tree covered
islands and river banks. On the HH,HV,W, VH polarization images we found
this was not always possible.

L-band co-polarization signatures of the calibrated 13 March data
were computed (16) for a tree covered area and rough ice (Fig. 10). The
scattering mechanism in tree covered areas includes a double bounce fran
the ground and tree trunks and diffuse scattering in the canopy (13). The

Fig. 10. Co-polarization signatures for a tree covered (left) and rough
ice (right). (15,16)

S4r

Fig. 11. A synthesized L-band image at 450 ellipticity and 00 orientation.
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relatively high pedestal resulting frao diffuse scattering (15) is evident
in the tree signature. The co-polarization signatures for ice have a
shorter pedestal indicating less diffuse scattering (Fig. 10). Synthesis
of an image with an ellipticity of 450 (right-hand circular) dramatically
inproved the contrast between the ice jam and surrounding tree covered
areas (Fig. 11) compared to the L-HH and r-VV images (Fig. 9).

SUMMARY OF FaIENTI APPLICATIONS

Passive microwave and synthetic aperture radar sensors provide a data
source that will be useful to the image analyst. Possible applications are
suggested here.

Passive Microwave:
1. In areas where depth hoar snows occur, foot and vehicle paths on the

ice cover can be detected.
2. Passive microwave surveys of lake and river surfaces in early spring

could provide a map of open water and overflows that may indicate
dangerous thin-ice zones.

3. Observations of water saturated snow cover where tributaries overflow
onto the ice cover could be used as an early indication of the onset of
snowmelt runoff.

4. Open leads and wetted snow cover can be detected; these could be
used to monitor progressive features of river ice melt or breakup.

Synthetic aperture radar:
1. SAR images can distinguish rough ice surfaces from smooth ones. The

rough ice surfaces would be difficult to traverse.
2. SAR images detect ice jam locations. Preferable field water supply

points would be downstream of ice jams where subsurface frazil ice
deposits are less likely to occur and ice is thinner.

3. Historical records of SAR images could be assembled to establish
normal freeze-up conditions on a river including location and extent of
ice jams.

4. Open leads on rivers can be identified and represent zones of
potentially weak ice and dangerous locations for obtaining water or
traversing the river.
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ABSTRACT

An X-band solid-state transmitter has been designed to satisfy the
frequency stability and the power output requirements of a Miniature
Multiband Beacon (MMB). The transmitter consist of a highly stable
dielectric resonator oscillator (DRO) and a high power GaAs FET amplifier
module. The DRO exhibited a fre uency stability of 65 ppm over the
temperature range of -50 0 C to +50 C. The DRO also exhibited a single-
sideband (SSB) phase noise of -65 dBc/Hz and -93 dBc/Hz at 100 Hz and 1
kHz carrier offset frequencies, respectively. This phase noise and
frequency vs temperature data represent state-of-the-art performance for
a 9 GHz DRO. The high power, high efficiency, three-stage amplifier
module was designed to amplify the DRO output power to 10 watts. The 10
watt output power is then fed into a 16 element microstrip patch antenna
having a gain of 21 dB and a half power beamwidth of 14u. The total
radiated power was calculated to be about 1200 watt which is sufficient
to meet MMB's range requirement.

INTRODUCTION

The availability of sophisticated and reliable electronic systems to
support Army troops can often make the difference between victory and
defeat. One such system, an Army radar transponder AN/PPN-19, is
essential to our Special Operating Forces (SOF), but the current
technology employed relies on components which do not provide optimum
performance by today's standards. The unit is large in size, heavy and
some of its components are power consuming and not as frequency stable as
required.

The man-portable radar transponder is deployed by long-range SOF
patrols for use as a forward air controller/strike aircraft rendezvous
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aid. It provides the location of friendly troops and/or can mark an
offset aiming point for close air support. In order to operate in a
covert/secure manner withiut risk of interception, the unit must be
capable of immediate on/off signal transmissions when interrogated by
incoming aircraft. Current units require a substantial warm up period
before attaining the required operating frequency to assure transmission
within the bandwidth of the aircraft receiver. This additional power
drain mandates the use of a battery larger than its operating requirement
thus contributing significantly to the beacon's overall size and weight.

The U.S. Army Training and Doctrine Command (TRADOC) has recently
established a ROC for its replacement, referred to as the Miniature
Multiband Beacon (MMB). An analysis of the unit determined that most of
the size, weight and power consumption is associated with the battery and
the transmitter portion of the system. The ETDL team had designed and
demonstrated significant candidate improvements to the system through
their in-house research and development efforts with stable, highly
effirient dielectric resonator oscillator and solid-state FET amplifier
circjits. This in turn reduced the power consumption requirements
allowing the use of a smaller battery.

Furthermore, according to Army doctrine, the duration of future wars
can no longer be thought of in terms of years, but in terms of weeks or
months. In the spirit of the Army doctrine, the in-house developments
reported herein promise to sionificai;tly reduce the time required to
field an improved version of the PPN-19.

DIELECTRIC RESONATOR OSCILLATOR (DRO) AND
HIGH POWER AMPLIFIER DESIGN AND PERFORMANCE

The two most critical elements of a solid-state transmitter are the
frequency source and the high power amplifier module. A DRO was chosen
as the frequency source for its ultra-stable frequency vs temperature
characteristic, simple construction, spurious-free RF output spectrum,
fundamental frequency of operation from 2 GH; to 30 GHz, low cost, power
efficiency and extremely low phase noise.` The amplifier module,
capable of 10 watts of output power, was designed using commercially
available GaAs FETs procured from Fujitsu, Inc. The DRO and the high
power amplifier module design is described in the following paragraph.

Initially, a single-stage feedback-loop DRO was designed with a
Murata Erie zero ppm/OC dielectric resonator (DR) and the GaAs FET
amplifier constructed on 10 mil thick 5880 RT/duroid board. The
microstrip circuit board layout of the single-stage DRO is shown in
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Figure 1. The oscillator was designed to operate at 9.3 GHz with 15 dBm
of RF output power. The frequency vs temperature characteristic of the
DRO is shown in Figure 2. The center frequency shift from -45 0 C to +550C
is less than 100 ppm (less than 1 MHz at 9.3 GHz).

MURATA ERE 00 -
DR PUCK x-Bana OpO

F - 9 3 GMZ

100

1ioo f A-to
RFTOUT (9.3 GHz) - _2

0-70 -50 -30 -10 10 30 so

TEM~knAf 44" C)

Figure 1 Dielectric Resonator Stabilized Single-Stage Figure 2 Frequency vs Temperature Plot of Single-
Feedback-Loop licrostrip Circuit Board Stage DRO
Layout

Although the frequency stability of the single-stage DRO was good
enough to satisfy the MMB's requirements, a second effort was made to
further improve the frequency stability of our initial DRO. A two-stage
DR stabilized feedback-loop oscillator was designed, fabricated and
tested. The circuit board layout of this second oscillator is similar to
the first one shown in Figure 1, except in this case two amplifiers were
used to double the loop gain. Because of the additional loop gain we
were able to weakly couple the DR and realize a very high loaded Q, on
the order of 13,000 at 9 GHz. A plot of frequency vs temperature
measurements for the two-stage DRO is shown in Figure 3. The total
frequency drift from -50 0 C to +50 0 C is only 65 ppm. This data is about
two times better than the single-stage amplifier DRO design and about
five times better than commercially available production DROs. In
addition to having an excellent frequency stability, the two-stage DRO
also exhibited extremely low phase noise. The absolute phase noise was
measured by using a Hewlett Packard (HP) 3047A phase noise measurement
system. The oscillator exhibited a single-sideband (SSB) phase noise of
-65 dBc/Hz at 100 Hz offset frequency. The phase noise measurement test
setup and the phase noise plot are shown in Figures 4 and 5,
respectively. The measured phase noise data is significantly better than
previously published data.
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The high power amplifier module consists of three stages of
amplification and required 21 dBm of input power to provide 40.13 dBm of
output power. The microstrip circuit board layout of this amplifier is
shown in Figure 6. The measured small signal gain is provided in Figure
7 indicating greater than 27 dB. The input and the output VSWR, much
better than 1.5:1, are shown in Figures 8 and 9, respectively. An HP
8510B Network Analyzer was used to measure the above parameters. A
single-stage preamplifier was designed to provide the power amplifier
module with the necessary drive level. The block diagram of our X-band
transmitter is given in Figure 10. The RF output power was measured by
turning the gate bias on and by switching the drain supply on and off
manually. The output power measurement test setup is shown in Figure 11.

-Total line loss between the transmitter output port and the spectrum
analyzer including the 20 dB pad is about 20.9 dB. The RF output power
as measured on the spectrum analyzer is shown in Figure 12 and the cw
output after taking the line loss into account is 10.3 watts. For pulsed
power operation, the output device can be driven harder and output power
of 41 dBm is easily attainable. A photo of the X-band DRO/High power
amplifier circuit development is shown in Figure 13.

MAI; KER I. OS r. I

3 S - - ---

t- -

R.K i1411 Ic RU1 u10SP

SU•T 6e. SeS

Figure 6 Circuit Components of GaAs FET Amplifier Figure 7 Small Signal Gain Performance of 10 Watt
Module Amplifier Module
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Figure I I Transmitter RF Output Power Measurement
Test Setup
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Figure 13. DRO/High Power Amplifier
Circuit
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PLANAR ARRAY ANTENNA

The initial signal radiation tests of the high power low phase noise
oscillator required an antenna. The first order requirements for the
antenna are that it be of low profile, of compact design and capable of
producing a gain comparable to horn antennas and easy to construct. The
initial antenna type chosen was a simple 4x4 corporate feed microstrip
patch array antenna. In the initial experiments polarization diversity
and minimization of sidelobe levels were not a major driving factor and
hence these aspects were deferred to a future date.

The basic antenna layout is shown in Figure 14. The entire structure
is on 508 micron (20 mil) thick duroid with a relative dielectric
constant of 2.2 and a cladding of copper as the field supporting medium.
The overall input characteristic impedance of the antenna is 50 ohm. This
is achieved by the use of a standard power division and quarter wave
transformation circuit on the same side of the antenna structure as the
actual radiators. The exact dimensions and the characteristic impedances
are shown in Figure 15. The antenna gain was empirically found to be
about 21 dB above isotropic radiation, this is in good agreement with the
theory for the given frequency of operationand dimensions. In addition,
the antenna has input SWR of 1.4 and an an t enna gain pattern as given in
Figure 16.

CONCLUSIONS

As a result of this developmental effort, ETDL's technical
capability in the area of frequency stable microwave oscillators and
their accompanied high power solid state amplifiers circuits have been
significantly enhanced. The achievement not only satisfied a real and
present Army requirement but established the scientific basis for
obtaining even greater technical improvements with the potential for
impacting other current and/or future military systems.
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INTRODUCTION

Ever since the first use of toxic chemicals as a weapon during World
War I, activated carbon impregnated with reactive chemicals has been used
to provide respiratory protection for military personnel. One of these
early impregnated carbons used copper oxide as the reactant to serve as an
acid gas sink. As new chemical threats were identified, additional
reactants were added to the carbon to detoxify them. During World War II
hexavalent chromium was added as a reactant to provide protection against
hydrogen cyanide and cyanogen chloride. Since that time some forms of
hexavalent chromium have been determined to be human carcinogens, and as a
result materials which contain this chemical fall under stringent
environmental regulation. Because this hexavalent chromium impregnated
adsorbent (ASC Carbon) is used in all U.S. military cheiic~al wad.are agent
filters, the Department of Defense spends over $2,000,000 per year to
dispose of spent filters in accordance with environmental regulations.
This paper describes the development of an environmentally acceptable
adsorbent for use in military chemical warfare agent filters.

BACKGROUND

In the early 1980s, with the increasing attention to environmental
matters, the presence of hexavalent chromium on ASC Carbon became an
important issue of concern. ASC Carbon is activated carbon which has been
impregnated with copper, silver and chromium compounds to provide high
levels of filtration performance against all chemical warfare agents. The
activated carbon is effective in removing low vapor pressure chemical
warfare agents such as the nerve and mustard agents by physical adsorption.
However, the high vapor pressure agents such as the blood agents, cyanogen
chloride and hydrogen cyanide, are not retained well on activated carbon by
p'hysical adsorption, and thus, chemical reactants (usually called

pregnants) are applied to the surface of the larger pores of the
activated carbon. These chemical reactants convert the toxic chemical
agents to reaction products (such as copper chloride) that are retained by
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the carbon and to nontoxic volatile chemicals (such as carbon dioxide) that
pass out of the filter in the purified air,

Each year as much as a million pounds of ASC Carbon are produced for
the manufacture of U.S. military filters used to replace spent filters
requiring change-out. These filters are located world-wide and must be
disposed of in accordance with environmental regulations. Because of the
hexavalent chromium, ASC Carbon has been shown to be a hazardous waste
under Resource Conservation and Recovery Act (RCRA) regulations. 2 As a
RCRA hazardous waste, ASC Carbon filled filters are subject to extremely
expensive disposal procedures which include not only the costs associated
with the actual disposal, but also those required to retrieve the filters
from their use location.

In addition to the high disposal costs associated with filters
containing ASC Carbon, the carcinogenic chromium also poses potential
physiologic~l risks to personnel who could potentially come in contact with
the carbon. 3 These personnel include those involved in the manufacture of
the carbon and filters that contain the carbon, in the event that
appropriate protective measures are not used to keep ASC Carbon dust out of
the breathing air. Even the soldiers, sailors and airmen, who rely on the
filters for chemical protection, could be at slight risk of physiological
harm in the event that damage to the filter occurs during use and dust from
the chromium impregnated carbon exits the canister in the breathing air.

BEGINNING OF THE CHROMIUM-FREE CARBON DEVELOPMENT PROGRAM

To address these concerns resulting from the hexavalent chromium, the
U.S. Army Chemical Research, Development and Engineering Center (CRDEC)
began to develop a nonhazardous adsorbent for the filtration of chemical
warfare agent vapors. Beginning in 1982, a preliminary screening of
options for a chromium-free impregnant formulation was conducted under
contract with Westvaco, Inc. Work under this contract demonstrated that
alternative nonhazardous impregnant formulations could provide sufficiently
high levels of filtration performance to meet filter requirements. Under
this preliminary contract, little effort was undertaken to find the optimum
impregnant formulation.

In 1986 the Chromium-free Carbon development program intensified with
the letting of a contract to Calgon Carbon Corporation with the primary
objective of developing a new chemical warfare agent adsorbent which does
not contain any hazardous materials while maintaining the current high
level of agent filtration performance. The program had the secondary
objective of reducing the concentration of ammonia which off-gases from
filters when first placed in service. Ammonia, a residual product of the
production process, can be evolved at levels that are irritating to the
user and can result in reduced confidence in the effectiveness of the
protection being provided. The contractual effort consisted of the
following phases: impregnant screening, performance optimization, process
development, and performance qualification of the carbon.
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SCREENING OF CHROMIUM REPLACEMENT OPTIONS

During Phase 1 of the Chromium-free Carbon Development Program,
Impregnant Screening, an assessment of the total role of the hcxavalent
chromium in removing chemical warfare agents was undertaken. This
assessment determined that the chromium was only important in providing
protection against cya ide containing blood agents such as hydrogen cyanide
and cyanogen chloride. The role of the hexavalent chromium in the
filtration of hydrogen cyanide by ASC Carbon is to react with the toxic
product cyanogen produced by the reaction of hydrogen cyanide with the
cupric oxide impregnant. Evidence indicates that the hexavalent chromium
plays a tole in converting the cyanogen ko oxamide which is retained by the
activated carbon by physical adsorption. The role of the hexavalent
chromium in cyanogen chloride filtration is not as well understood.
Pytleweski has reported that hexavalent chromium complexed with divalen•
copper results in the decomposition of cyanogen chloride by ASC Carbon.
For no other chemical warfare agent was a significant role identified for
hexavalent chromium in the removal of that agent by ASC Carbon. Based on
this determination, a literature search was conducted to identify reactants
for hydrogen cyanide and cyanogen chloride. The field of potential
candidates was initially reduced based on toxicological considerations.
Those candidate impregnants for which carcinogenicity, mutagenicity or high
acute toxicity had been reported were eliminated from consideration. This
criteria, of course, was essential, but it did greatly add to the
difficulty of the task, because those chemicals which do exhibit high
levels of reactivity tend also to be toxic. Several very promising
candidates (e.g. nickel and cobalt), for which cyanide reactivity had been
reported in the Literature, were excluded based on toxicity
considerations.8. Over 100 different impregnated carbons, of sufficiently
low toxicity, were prepared and tested for cyanide filtration performance.
These carbons varied in the actual chemical impregnants used, the loading
levels of the impregnants and specific treatments for the carbon surface.
The impregnants consisted of those which stoichiometrically reacted with
the agents and those that acted catalytically to decompose the agents.

As a result of the Phase 1 work, the five most promising candidate
impregnant formulations were identified. All of these formulations were
prepared on the identical activated carbon substrate as is used for ASC
Carbon. By so doing and by limiting the total loading of metal impregnants
to 12 percent, the very high physical adsorption capacity that exists for
ASC Carbon for nerve and mustard agents would not be compromised by the
Chromium-free formulation. All of these candidate formulations included
copper and silver to retain established reactivity toward numerous
reactively removed agents (e.g. phosgene and arsine). The potential
chromium replacements in the five formulations were molybdenum, vanadium,
zinc, manganese and tungsten. All five of these formulations were prepared
with and without triethylenediamine as a potential aid to cyanogen chloride
removal.

DETERMINATION OF THE OPTIMUM FORMULATION

Under Phase 2 of the program, Performance Optimization, the five
candidate impregnant formulations were opt.mized for overall filtration
performance against all agents of concern.' The most effective loading
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level for each impregnant in each of the five formulations was determined
by statistical contour mapping of agent removal performance as a function
of impr~gnant loading level. As a result of this formulation optimization,
an impregnant composition of copper oxide, zinc oxide, silver and
trietlhylenediamine was initially identified as the best replacement for ASC
Carbon. This Chromium-free Carbon formulation was named ASZ-TEDA Carbon.
During subsequent testing of this ASZ-TEDA Carbon to determine the effect
of long term exposure to a variety of temperature and humidity conditions
on agent filtration performance, the hydrogen cyanide filtration
performance of the carbon was found to fall to unacceptably low levels
after exposure to high humidity environments. This poor performance was
manifested by premature breakthrough of cyanogen from beds of the carbon
when challenged with hydrogen cyanide. The cupric oxide on the ASZ-TEDA
Carbon was converting the hydrogen cyanide to cyanogen, without an
effective reaction path for the decomposition of the cyanogen being
provided by the sorbent. The reason for the degradation of the initially
high level of hydrogen cyanide performance for fresh carbon to very poor
performance after exposure to humidity was not immediately apparent.
Spectroscopic analyses (X-ray photoelectron spectroscopy and energy
dispersive X-ray spectroscopy) along with scanning electron microscopy were
performed to identify differences in the chemical swte and distribution of
the impregnants before and after humidity exposure. These analyses
determined that while the chemical state of the impregnants did not change,
the location of the impregnants was altered by the moisture. For the fresh
carbon, zinc was heavily concentrated on the external surface of the
granule while the cupric oxide was dispersed throughout the granule.
Figure I is a scanning electron microscopy image of the cross-section of an
unaged ASZ-TEDA Carbon granule. The figure shows a high concentration of
impregnants on the exterior surface. Energy dispersive X-ray spectroscopy
determined this heavy impregnant concentration to be primarily zinc. Thus,
the hydrogen cyanide challenge to the carbon finds the zinc to be more
accessible than copper, and reaction to zinc cyanide is favored. No
cyanogen is produced from this reaction. As the carbon is exposed to
moisture, the cupric oxide was found to migrate to the external surface of
the granule. With this increased accessibility of the cupric oxide, the
hydrogen cyanide reacts with it to form cuprous cyanide and cyanogen
according to the reaction:1?

4 HCN + 2 CuO - 2 CuCN + (CN) 2 + 2 H2 0

To address this problem of premature cyanogen breakthrough, a
modification to the ASZ-TEDA impregnant formulation was sought. The
impre gnants considered earlier in the program were rescreened for hydrogen
cyanide reactivity. As a result, the addition of molybdenum, in the form
of ammonium dimolybdate, to the ASZ-TEDA formulation was found to stabilize
the hydrogen cyanide filtration performance. The impregnant loadings on
this new Chromium-free Carbon, named ASZM-TEDA Carbon, are ligted in Table
1 along with those for the precursor ASZ-TEDA Carbon.

The ASZM-TEDA Carbon was evaluated spectrometrically to acquire an
understanding of t.ie role that the molybdenum played in the removal of
hydrogen cyanide." This analysis determined that oxidation state of the
molybdenum was not changed by exposure to hydrogen cyanide, indicating that
the ammonium dimolybdate was apparently not involved in an oxidation-
reduction reaction. However, the dispersion of the copper was noted to
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Figure 1

Zinc Impregnant Distribution (Light Areas) on
a Granule of ASZ-TEDA Carbon

I
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Table 1

Impregnant Loadings on ASZ-TEDA and ASZM-TEDA Carbons

Loading in Percent
Impregnant ASZ-TEDA ASZM-TEDA

Copper as Cupric Oxide 6 5

Silver in the Elemental Form 0.05 0.05

Zinc as Zinc Oxide 6 5

Molybdenum an Ammonium Dimolybdate 0 2

Triethylenediamine 3 3

Table 2

Specific Mechanisms of Agent Removal Effected by ASZM-TEDA Carbon

AGENT MECHANISM OF REMOVAL

Nerve Strong Physical Adsorption Followed by
Hydrolysis.

Blister Strong Physical Adsorption Followed by
Hydrolysis.

Cyanogen Chloride Weak Physical Adsorption Followed by Reaction
with Copper, Zinc and TEDA Impregnants.

Hydrogen Cyanide Weak Physical Adsorption Followed by Reaction
with the Copper and Zinc Impregnants. Reaction
with Copper Forms Cyanogen; Molybdenum Minimizes
Production of Cyanogen.

Arsine Weak Physical Adsorption Followed by Oxidation by
Copper at Low Relative Humidity, and/or Catalytic
Oxidation by Silver at High Humidity.

Phosgene Weak Physical Adsorption Followed by Hydrolysis
to HCl and CO2 . HCl Then Reacts with the Copper
and Zinc Impregnants.
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have been stabilized, thus maintaining the zinc as the most accessible
reactant. Figure 2 shows the effect of humid exposure on the copper to
carbon ratio on the surface of an ASZ-TEDA Carbon granule as compared to
that for a ASZM-TEDA Carbon granule, as determined by X-ray photoelectron
spectroscopy. An attempt was made to identify the nature of any complex of
copper with molybdenum that may form on the carbon surface to account for
this stabilization of copper dispersion, but without success. Table 2
provides a description of the specific mechanisms by which the ASZM-TEDA
Carbon removes a number of key chemical warfare agents. From the table,
the importance of physical adsorption performance and the wide diversity of
chemical reactions provided by the adsorbent is apparent.

Once the final chromium-free carbon formulation had been established,
Industrial Hygiene Office of CRDEC obtained approval from the medical
community for the use of the ASZM-TEDA Carbon in military filters. The
adsorbent was approved for use by the Department of Army Office of the
Surgeon General in August 1990. In addition, a CRDEC environmental
assessment determined the Chromium-free Carbon, when discarded, would not
be classified as a hazardous waste material under EPA regulations.

DEVELOPMENT OF THE BEST PROCESSES FOR APPLYING THE IMPREGNANTS

The next phase of the Chromium-free Carbon Development Program was the
determination of the optimum processes for applying the impregnants to the
pore structure of the carbon. These processes are critical to achieve the
desired impregnant loading level on the carbon and chemical state of the
impregnants. The processes were optimized such that maximum reactivity was
achieved from the impregnant formulation. The carbon impregnation process
studies included determination of the optimum impregnant solution
concentration, contact time between the impregnant solution and the carbon,
drying time and temperature, and heat treatment conditions. The optimum
impregnation processes were developed, first through laboratory
experimentation, and then through pilot plant studies. The loading of the
impregnants on the carbon is controlled primarily through the concentration
of the impregnants in the solution into which the activated carbon is
dipped and the contact time between the carbon and the impregnant solution.
The chemical state of the impregnants is controlled by the specific form of
the impregnants dissolved in the solution and the temperature profile used
to dry and heat-treat the carbon. The temperature for these steps is
ramped up from relatively modest values under which the water is slowly
evaporated to much higher values under which the impregnants convert to
their final chemical state. As a result of improvements in drying and
heat-treating the carbon, the amount of ammonia which remains on the final
product was greatly reduced over that on ASC Carbon.

A pilot plant scale lot consisting of 3,000 pounds of ASZM-TEDA Carbon
was produced using the optimum process conditions. The carbon was produced
over a one week period by a continuous operation. The carbon was tested
for physical properties and chemical agent filtration performance and was
determined to comply with specification requirements. Table 3 compares the
properties and performance of the ASZM-TEDA Carbon with the specification
requirements for the carbon. The specification requirements had been set
at values to insure that filters containing the carbon would meet their
performance requirements.
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Figure 2

Effect of Humid Air on the Copper to Carbon Ratio on the
Surface of ASZ-TEDA Carbon and ASZM-TEDA Carbon Granules
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Table 3

Properties and Performance of ASZM-TEDA Carbon as Compared to
Specification Requirements

Specification Value ASZM-TEDA
Property Specified Performance

Minimum Maximum

Cyanogen Chloride Life 55 NA 67
(minutes)

Cyanogen Chloride Life 45 NA 58
After Aging (minutes)

Hydrogen Cyanide Life 28 NA 35
(minutes)

Phosgene Life (minutes) 25 NA 38

DMMP Life (minutes) 175 NA 210
(Nerve Agent Simulant)

Copper Content (Z) NA 6.0 5.0

Zinc Content (Z) NA 6.0 5.1

Silver Content (Z) 0.03 0.1 0.048

Molybdenum Content (Z) NA 2.5 1.8

TEDA Content (Z) NA 3.5 3.1

Ammonia Off-gassing NA 0.0010 0.0006
(milligrams per liter)

Moisture Content (Z) NA 2.5 1.7

Density (g/cm3) NA 0.68 0.61

Hardness (relative value) 85 NA 95

Particle Size 0.6 1.7 0.6-1.7
(millimeter)
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EVALUATION OF THE FILTRATION PERFORMANCE OF ASZM-TEDA CARBON

The performance evaluation testing of the carbon was concentrated on
establishing the level of hydrogen cyanide and cyanogen chloride filtration
performance, since as described earlier, the filtration of these agents
would be the primary impact from the replacement of the chromium
impregnant. Samples of the pilot plant production lot of ASZM-TEDA Carbon
were subjected to long term exposure in test chambers under a variety of
temperature and humidity conditions representing field use. These exposure
environments were as follows:

Environmental Condition Temperature Relative Humidity
uF Z)

Desert 120 10
Tropic 86 88
Temperate 60 70
Arctic -25 90

The environmentally exposed carbon was then agent tested at a wide range of
bed depths and airflow velocities so that the performance of the carbon in
all military filter designs could be assessed. Figure 3 shows a comparison
of the effect of tropic exposure on the cyanogen chloride filtration
performance of the ASZM-TEDA Carbon with that of ASC Carbon. The ASZM-TEDA
Carbon is noted to be much less affected by exposure to this tropic
condition. Under the other temperature/humidity conditions (desert,
temperate, and arctic), the cyanogen chloride performance of both ASZM-TEDA
and ASC Carbon was relatively stable. Hydrogen cyanide challenge testing
of the exposed carbons showed relatively stable performance under all
environments of the study. The level of performance against this agent for
the ASZM-TEDA Carbon was about three-quarters of that of ASC Carbon, but is
still at an acceptable level. Figure 4 shows an example of the plot
obtained from cyanogen chloride testing conducted at various bed depths and
airflow velocities. From such a plot estimates of the performance of
specific filters can be obtained from the airflow velocity and carbon bed
depth for that filter. The data from this testing indicated that the agent
filtration performance of all military filters filled with ASZM-TEDA Carbon
would meet their performance requirements. Under a follow-on Engineering
Study Project, testing of full scale filters substantiated this conclusion.
Currently, the ASZM-TEDA Carbon in being implemented into the Technical
Data Packages of several of the chemical warfare agent filters. The
implementation process will continue until all military filter systems are
converted to Chromium-free Carbon.

RESULTS OF THE DEVELOPMENT EFFORT

All goals of the Chromium-free Carbon Development Program have been
met. The environmental and physiological hazards associated with the
current ASC Carbon have been eliminated. The ASZM-TEDA Carbon is not a
RCRA hazardous material. The U.S. Army Office of the Surgeon General has
approved the material for use in all military filters. Because of its
environmentally compatible characteristics, over $2,000,000 in military
filter disposal costs will be saved. In addition, potential health risks
associated with the chromium have been eliminated for personnel involved in
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FIgure 3
Effect of Tropic Aging of ASZM-TEDA and ASC Carbons

on Cyanogen Chloride Flitration Performance
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the manufacture of the carbon and military filters as well as users of
military filters in the event that the filter is damaged.

Extensive agent challenge testing has been conducted to insure thatthe performance of filter systems containing this adsorbent are adequate to
meet their requirements. As described above, this testing was concentrated
on those agents that, for ASC Carbon, had required hexavalent chromium for
their removal. The filtration performance of ASZM-TEDA Carbon was
determined to be at a level generally comparable to that of ASC Carbon
under the wide variety of environmental conditions investigated. Under
some conditions the performance of the ASZM-TEDA carbon is a somewhat
better than ASC Carbon (cyanogen chloride under tropic conditions) and in
some cases the new carbon is somewhat worse (cyanogen chloride under desert
conditions), but overall the filtration performance of two carbons is
comparable. Because of the use of the identical activated carbonsubstrate, the physical adsorption of nerve and mustard agents by the ASZM-
TEDA Carbon is nearly the same as by ASC Carbon. The filtration
performance of the new carbon against these agent is slightly less (about
10 percent) because the impregnant TEDA occupies adsorption space in the
micropores. This reduction in performance is not a concern since all
military filters have excess performance against nerve and mustard agents.
The filtration performance of the ASZM-TEDA Carbon against the acid gas
producers such as phosgene is somewhat greater than that of ASC Carbon
because of the higher metal oxide impregnant loading for the new carbon.

The objective of reducing the level of ammonia concentration whichoff-gases from military filters has also been met. While much effort was
spent in striving to completely eliminate the need for the ammonia in theimpregnation sblution, such an approach was not identified. However, the
reduction achieved is very large (about 70 percent), such that the highestlevels of ammonia off-gassing from the ASZM-TEDA Carbon are less than five
parts per million. At this level, the ammonia that off-gases would not be
offensive to the filter user.

An additional benefit achieved from the development of the new carbon
is improved stability from exposure to heat and humidity over that of ASCCarbon. This benefit offers the opportunity to reduce filter change-out
intervals, which will further reduce the production and logistical costs
associated with providing chemical warfare protection to military personnel
and equipment.

CONCLUSION

This development effort has resulted in the most significantimprovement in the adsorbent used in military chemical warfare agent
filters since World War II. The elimination of potential environmental andhealth hazards associated with military filters will have a tremendous
benefit to the environment, to the well-being of personnel potentially
exposed to the filter adsorbent, and to the life cycle costs associated
with the filters. In addition, the ASZM-TEDA Carbon will provide a high
level of stable chemical warfare agent protection for military personnel
and equipment in a chemical environment.
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